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Abstract: 
One of the primary tasks of safety improvement is to determine the factors which influence fatality. The purpose of this paper is to investigate a model to achieve this goal in the state of Iowa. As previous research suggested, we have identified eleven primary factors which may significantly be related to fatality. After a preliminary screening of the data, logistic regression was applied to investigate the relationship between fatality and the identified factors. Several logistic regression models including different blocks of independent variables are presented and analyzed. One of the two final models shows a relatively good fit while the second one a poor performance.
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Introduction 

In 2003, 921 automobile accidents were reported in the State of Iowa, 48% of which led to the death of the involved person or persons. Fatalities have significant social impact: the U.S. Department of Transportation Federal Highway Administration (FHWA) estimates that in 1994 the cost per fatal accident is about $2,600,000.00 [1]. 
To achieve safety improvement, factors which may be relevant in causing fatal accidents have to be considered as priorities. Among the possible causes of fatal accidents, it is possible to list atmospheric conditions, the victim’s age, light conditions, among others. This paper uses the crash data available for free at the NHTSA Fatality Analysis Reporting System (FARS) website [2] in order to obtain a model able to investigate the relation between fatality in car accidents in Iowa and the significant factors causing it. This information can be the basis for further safety management study to enable effective safety improvement.  
Method
Under different crash circumstances we investigate two of the possible outcomes of highway crashes: fatality or non-fatality. The dependent variable that measures the severity of injury is coded as “fatality.” Fatality is equal to 1 if the injury is fatal and 0 if it does not lead to the death of the person involved. Thus, logistic regression is applied to estimate the factors that may impact the injury severity. 
I. Initial selection of predictor variables 
Eleven candidate variables are selected and described in Appendix 1. Among these dependent variables, variables “age” and “alcohol” are continuous, while other dependent variables are categorical.  
II.  Data Screening and descriptive statistics 
Based on descriptive data analysis, in the 2003 fatality data for the State of Iowa, there are 921 recorded automobile crashes. Four hundred forty one cases were fatal while 480 were not, resulting in no injury, non-incapaciting evident injury and others (see Appendix 1 for the complete characterization).
First, we examined the correlation among the different variables using Spearman correlation. The data did not provide evidence of significant correlation.

Next, we looked at histograms of each of the predictor variables (Appendix 2). They were useful for the selection and categorization of the covariates. In fact, some of the predictor variables have several classes. In order to avoid coding a large number of dummy variables, the frequency distribution of each of them has helped us to decide how to group the variables. Where possible, the choice of the groups has been lead by the common sense (for example coding the days of the week as weekdays and weekend days).
After this preliminary analysis, the variable “restrain system use“ was removed because all the people involved in the accidents were wearing a seat belt or their status was unknown. 
When fitting the full model, the number of observations has dropped from 921 to 226 and the model did not converge. We have noticed how most of the missing observations were due to the variable alcohol. Therefore, in order to fit our model, we have decided to remove this covariate. In that way, the number of observations used to fit the model was 856.

After this preliminary analysis, the full model is composed by nine predictor variables (Table 1).
Table 1. Description of the response variable (Fatal) and the nine predictor variables used in the full model. A more detailed description is in Appendix 1.
	Variable
	Variable Description

	Fatal
	Injury severity: fatal =1, otherwise =0

	atmospher
	Atmospheric Conditions (3 dummy variables):

Favorable: afavor =1;

 Rain: Arain= 1;
Snow & Sleet: asnow = 1

	Month
	Month (3 dummy variables):
month 3,4,5: Mspr =1;
month 6,7,8: Msum=1; 
month 9,10,11 Mfal =1.

	Week
	Weekday or weekend: Weekday =1;
Others = 0

	Light
	Light condition (3 dummy variables):
Daylight: Dlight = 1;

   Dark: Dark = 1

Dark but lighted = 1

	Age
	Quantitative

	Airbag
	Air Bag Availability/Deployment:

Available and deployed = 1

	Inside
	Injured person inside or outside the vehicle: inside =1, otherwise =0

	Drug
	Police- Reported Drug Involvement:
Drug involved =1, otherwise =0

	Sex
	Sex: Male = 1, Female =  0


III. Logistic Regression Analysis (part 1)
Using SAS (Appendix 3), we fitted the data applying logistic regression. We have progressively removed the variables with the highest p-value, which represents the probability of obtaining values of the test statistic that are equal or greater in magnitude than the observed test statistic. We ran our analysis at a 0.10 significance level. We retained all the dummy variables representing a single categorical variable if the set is significant even if some of the individual ones did not have significant -tests. In the same way, we have removed all the dummy variables representing a single categorical variable if one of them is not significant.
We started the analysis fitting the full model. In Table 2 we summarized the obtained results. According to the overall 2 test, (p-value <0.0001), there is at least one variable useful in predicting the response variable. The variable ‘inside’ is the covariate with the highest p-value and therefore we removed it.
Table 2. Results from the full model

	Variable
	Estimate
	Odds ratio
	p-value

	Intercept
	16.0232
	
	0.9812

	dlight
	-0.1611
	0.851
	0.5840

	ddark
	0.5378
	1.712
	0.0863

	ddarkl
	-0.1578
	0.854
	0.6541

	Age
	0.0201
	1.020
	<0.0001

	afavor
	-0.7306
	0.482
	0.3037

	arain
	-0.9155
	0.400
	0.2383

	asnow
	-0.6243
	0.536
	0.4158

	drugin
	0.7125
	2.039
	0.1083

	airbag
	-0.0560
	0.946
	0.7517

	male
	-0.0811
	0.922
	0.6033

	week
	0.0327
	1.033
	0.8263

	mspr
	-0.00679
	0.993
	0.9751

	msum
	0.1708
	1.186
	0.4302

	mfal
	0.0612
	1.063
	0.7850

	inside
	-16.1214
	<0.001
	0.9811

	Overall 2 test
	(Pr > ChiSq) < 0.0001

	AIC
	1164.174

	SC
	1235.458

	-2 LOG L
	1134.174

	Hosmer-Lemeshow 2 test
	(Pr > ChiSq) < 0.6552


Odds ratio is the probability that fatality occurs vs. does not occur. It is obtained exponentiating each parameter estimate. For example, the odds ratio for the predictor “inside” is less than 1, which suggests that fatality occurrence for victims inside the vehicle is lower than for victims outside the vehicle. 

In Table 3 we present the results for the model without ‘inside.’ In this case, the highest p-value is for ‘mspr.’ In this case, we removed all the dummy variables corresponding to the categorical variable ‘month.’ 
Table 3. Results from the model without ‘inside’
	Variable
	Estimate
	Odds ratio
	p-value

	Intercept
	-0.1390
	
	0.8622

	dlight
	-0.1292
	0.879
	0.6599

	ddark
	0.6076
	1.863
	0.0519

	ddarkl
	-0.0955
	0.909
	0.7842

	Age
	0.0200
	1.020
	<0.0001

	afavor
	-0.6801
	0.507
	0.3385

	arain
	-0.7773
	0.460
	0.3140

	asnow
	-0.5967
	0.551
	0.4364

	drugin
	0.6718
	1.958
	0.1302

	airbag
	-0.1142
	0.892
	0.5176

	male
	-0.0979
	0.907
	0.5247

	week
	0.0721
	1.075
	0.6250

	mspr
	-0.0184
	0.982
	0.9319

	msum
	0.1544
	1.167
	0.4705

	mfal
	0.0903
	1.094
	0.6822

	Overall 2 test
	(Pr > ChiSq) < 0.0001

	AIC
	1164.174

	SC
	1235.458

	-2 LOG L
	1134.174

	Hosmer-Lemeshow 2 test
	(Pr > ChiSq) < 0.1382


After removing the aforementioned dummy variables, we considered the 2 test for a set of predictors (it corresponds to partial F test in linear regression). The formulation is (df is how many more predictors there are in the full model than in the reduced model):
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From the value presented in Table 3 and Table 4 we have: 
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Comparing the obtained result to
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, and therefore the set of variables is not significant at the 0.10 significance level. 
Table 4. Results from the model without ‘inside’, ‘mspr’, ‘msum’ and ‘mfal’.

	Variable
	Estimate
	Odds ratio
	p-value

	Intercept
	-0.0567
	
	0.9418

	Dlight
	-0.1506
	0.860
	0.6069

	Ddark
	0.5590
	1.749
	0.0700

	Ddarkl
	-0.1406
	0.869
	0.6843

	Age
	0.0200
	1.020
	<0.0001

	Afavor
	-0.6670
	0.513
	0.3449

	Arain
	-0.7542
	0.470
	0.3260

	Asnow
	-0.6497
	0.522
	0.3882

	Drugin
	0.6654
	1.945
	0.1337

	Airbag
	-0.1126
	0.893
	0.5227

	Male
	-0.0943
	0.910
	0.5391

	Week
	0.0673
	1.070
	0.6476

	Overall 2 test
	(Pr > ChiSq) < 0.0001

	AIC
	1159.102

	SC
	1216.129

	-2 LOG L
	1135.102

	Hosmer-Lemeshow 2 test
	(Pr > ChiSq) < 0.2768


Following the same methodology, we kept reducing our model until all the variables were significant at the 0.10 level.

From the previous table, the variable with the higher p-value is ‘ddarkl.’ Thus, we remove all the dummy variables corresponding to light conditions. However, in this case, from the 2 test for this set of predictors we found that it is significant at the 0.1 significance level. In fact:
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, we found that the set of variables is significant at the 0.10 significance level. 

Therefore we removed the predictor ‘week’ and put back in ‘ddarkl’, ‘ddark’ and ‘dlight’.
Afterwards, we sequentially remove ‘male’, ‘airbag’; then ‘afavor’, ‘arain’, and ‘asnow’ (the set of variables is not significant at the 0.10 significance level) (Table 5).
Table 5. Results from the model without ‘inside’, ‘mspr’, ‘msum’ and ‘mfal’, ’week’, ‘male’, ‘airbag’, ‘afavor’, ‘arain’, and ‘asnow’ .

	Variable
	Estimate
	Odds ratio
	p-value

	Intercept
	-0.7542
	
	0.0123

	Dlight
	-0.1540
	0.857
	0.5941

	Ddark
	0.5366
	1.710
	0.0802

	Ddarkl
	-0.1631
	0.849
	0.6322

	Age
	0.0200
	1.020
	<0.0001

	Drugin
	0.6472
	1.910
	0.1434

	Overall 2 test
	(Pr > ChiSq) < 0.0001

	AIC
	1149.122

	SC
	1177.636

	-2 LOG L
	1137.122

	Hosmer-Lemeshow 2 test
	(Pr > ChiSq) < 0.2207


The next variable we removed is ‘drugin’ (Table 6). All the variables left in the model have a p-value smaller than 0.1. Therefore, they are significant at a 0.1 significance level. Looking at these results, this is our final model:
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Converting logistic linear predictors to probabilities:
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 Considering the Hosmer-Lemeshow test, we had a relatively large p-value which indicates good fit of the model. We can also notice how the AIC and the SC were smaller than the full model, while the -2LogL was slightly larger. We expected these results because -2LOGL increased as we removed variables, while AIC and SC decreased. Overall, the model presented a reasonably good fit.
Table 6. Results from the final model.
	Variable
	Estimate
	Odds ratio
	p-value

	Intercept
	-0.7253
	
	0.0157

	dlight
	-0.1457
	0.864
	0.6137

	ddark
	0.5385
	1.714
	0.0788

	ddarkl
	-0.1566
	0.855
	0.6456

	Age
	0.0195
	1.020
	<0.0001

	Overall 2 test
	(Pr > ChiSq) < 0.0001

	AIC
	1149.323

	SC
	1173.085

	-2 LOG L
	1139.323

	Hosmer-Lemeshow 2 test
	(Pr > ChiSq) < 0.5905


IV. Logistic Regression Analysis (part 2)

For the reasons mentioned before, we excluded the variable ‘alcohol’ from our analysis. However, we wanted to try to fit a model which could somehow account for the effects of alcohol. Therefore, we considered ‘alcohol’ no longer as quantitative but as a categorical variable. We made the assumption that when the result of the alcohol test is unknown, the test was not performed. Therefore, we considered the test as performed or not.
We ran the model with 11 predictor variables and it converges. In Table 7 there are the obtained results. As for the previous case, the predictor with the highest p-value is ‘inside’. Therefore, that is the one we removed first.
Table 7. Results from the full model

	Variable
	Estimate
	Odds ratio
	p-value

	Intercept
	16.64
	
	0.9805

	dlight
	-0.1652
	
	0.5755

	ddark
	0.458
	1.581
	0.1469

	ddarkl
	-0.1977
	0.821
	0.5761

	Age
	0-0195
	1.020
	<0.0001

	afavor
	-0.8193
	0.441
	0.3764

	arain
	-1.0324
	0.356
	0.1859

	asnow
	-0.6804
	0.506
	0.3764

	drugin
	0.4163
	1.516
	0.3631

	airbag
	-0.0523
	0.949
	0.7680

	male
	-0.1424
	0.867
	0.3684

	week
	0.0394
	1.040
	0.7922

	mspr
	-0.0648
	0.937
	0.7686

	msum
	0.1153
	1.122
	0.5976

	mfal
	0.00766
	1.008
	0.9730

	alc
	-0.4485
	0.639
	0.01

	inside
	-16.1898
	<0.001
	0.9811

	Overall 2 test
	(Pr > ChiSq) < 0.0001

	AIC
	1134.001

	SC
	1214.784

	-2 LOG L
	1100.001

	Hosmer-Lemeshow 2 test
	(Pr > ChiSq) < 0.0025


Following the same methodology presented for the previous model, we kept on removing covariates until we obtained a set of predictors significant at the 0.1 level. Therefore, we removed ‘mfal’, ‘mspr’ and ‘msum’. Then the variable with the largest p-value is ‘ddark’. Thus, we removed all the dummy variables corresponding to light conditions. However, as for the previous model, from the 2 test for this set of predictors it is significant at the 0.1 significance level. Therefore we removed the predictor ‘week’ and put back in ‘ddarkl’, ‘ddark’ and ‘dlight’. 

Subsequently, we removed ‘airbag’; then ‘afavor’, ‘arain’, and ‘asnow’ (the set of variables is not significant at the 0.10 significance level). Then ‘drugin’ and ‘male’. In Table 8 there is a brief summary of the results up to this point.
Table 8. Results from the final model.
	Variable
	Estimate
	Odds ratio
	p-value

	Intercept
	-0.3910
	
	0.2351

	dlight
	-0.1542
	0.857
	0.5942

	ddark
	0.4682
	1.597
	0.1289

	ddarkl
	-0.1937
	0.824
	0.5709

	Age
	0.0193
	1.019
	<0.0001

	alc
	-0.4028
	0.668
	0.0133

	Overall 2 test
	(Pr > ChiSq) < 0.0001

	AIC
	1145.139

	SC
	1173.653

	-2 LOG L
	1133.139

	Hosmer-Lemeshow 2 test
	(Pr > ChiSq) < 0.0147


The only variables with a p-value larger than 0.1 are the dummy variables for the light conditions. We tried to remove them but from the 2 test for this set of predictors we found that it is significant at the 0.1 significance level. Therefore we left them in and the variables in Table 8 are the predictors in the final model:
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Converting logistic linear predictors to probabilities:
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However, looking at the Hosmer-Lemeshow test, we had a very small p-value which indicates that the model fit is poor. Therefore, this way of coding the variable ‘alcohol’ has not produced any improvement in the fit of the model.
Conclusions and discussions 

The purpose of this paper is to investigate a model able to determine the factors influencing fatality in accidents in the State of Iowa. From the proposed analysis, we can conclude that fatality is relatively well explained by age and light condition. Odds ratio for “age” is 1.020, indicating that for a one-year increase in age, the odds favoring fatality occurrence increases by 2 percent. The odds ratio in case of dark conditions is 1.714, while the odds ratio for light conditions are smaller than 1. These values refer to the dummy variables used as reference class. It could be of interest investigating the effects of different coding schemes for the light conditions. From the achieved results we can deduce that the risk of fatality crashes is higher for 0lder people and while driving in dark conditions.
Alcohol related crashes are gradually attracting a lot of attention, which is also the focus of the logistic model estimation. However, due to the large amount of missing data, the model does not converge with ‘alcohol’ as one of the predictors. For this reason, in Logistic Regression Analysis (part 2) we considered ‘alcohol’ no longer as a quantitative but as a categorical variable: the alcohol test performed or not. However, the final model seems to perform poorly.

Also severe weather conditions have shown to impact the severity of injury [3], but this analysis is more problematic due to the fact that the number of days with favorable weather were more than those with rain, snow, etc. So the weather conditions could be represented by: 
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In this way we assume that it would be easier to find out the impact on the fatality depending on the weather conditions.
In the future, it could be interesting to compare the results and models for more than one year of data. Additionally, it could be possible to expand the study to more states, maybe grouping them from a geographic point of view or according to other features, such as type of weather, mean annual temperature, etc.
To conclude, the findings from this study have several implications. Transportation management should be aware that besides for example seat-use, speed limit enforcement, replacing and installing road side light would potentially reduce the fatality in accidents. 
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Appendix 1

	Dataset

Variable/Value
	Model Variable
(Value from dataset)

	Injury Severity

0 No Injury (O)

1 Possible Injury (C)

2 Nonincapaciting Evident Injury (B)

3 Incapaciting Injury (A)

4 Fatal Injury (K)

5 Injured, Severity Unknown 
   (Since 1978)

6 Died Prior to Accident

9 Unknown

	Fatal

  Fatal = 1 (4)
  Fatal = 0 (Other)

	Atmospheric Conditions
1 No Adverse Atmospheric Cond.
2 Rain

3 Sleet

4 Snow

5 Fog

6 Rain and Fog

7 Sleet and Fog

8 Other: Smog, Smoke, Blowing 
   Sand or Dust

9 Unknown
	3 dummy variables

  Afavor = 1 (1)

  Arain   = 1 (2)

  Asnow  =1 (3,4)
Afavor

Arain

Asnow

No Adverse

1

0

0

rain

0

1

0

Sleet&snow

0

0

1

others

0

0

0



	Month 

01-12
	3 dummy variable
Mspr  =1 (3,4,5)

Msum=1 (6,7,8)

Mfal   =1 (9,10,11)

Aspr

Asum

Afal

Spring

1

0

0

Summer

0

1

0

Fall

0

0

1

Winter

0

0

0



	Day

1 Sunday

2 Monday

3 Tuesday

4 Wednesday

5 Thursday

6 Friday

7 Saturday

9 Unknown


	1 dummy variable
Week =1 (2,3,4,5,6)

Week =0 (others)



	Light Condition
1 Daylight

2 Dark

3 Dark but lighted

4 Dawn

5 Dusk

9 Unknown
	3 dummy variables

  Dlight = 1 (1)

  Dark   = 1 (2)

  Darkl  = 1 (3)
Dlight

Dark

Darkl

Daylight

1

0

0

Dark

0

1

0

Darkl 

0

0

1

others

0

0

0



	Age

1-96

(99 : missing)
	Quantative variable = age

	Air Bag Availability/Deployment
00 Non-Motorist

01 Deployed Air Bag from Front

02 Deployed Air Bag from Side

07 Deployed Air Bag Other Direction

08 Deployed Air Bag Multiple Directions

09 Deployed Air Bag Direction Unknown

20 Air Bag Available but Not Deployed for this    

     Seat

28 Air Bag Available and Switched Off

29 Air Bad Available, Deployment Not Known
     for this Seat

30 Air Bag Not Available for this Seat

31 Air Bag Previously Deployed and not
     Replaced

32 Air Bag Disabled or Removed

99 Unknown (If Airbag Available)

	1 dummy variable
Airbag =1 (1,8,9)

Airbag =0 (others)



	Alcohol Test Result (No. 119)

00 - 94 Actual Value of BAC test. 

95 Test Refused

96 None Given

97 AC Test Performed, Results
     Unknown

99 Unknown
(95-99 : missing)
	Quantative variable = alcohol

	Person type

01 Driver

02 Passenger of a Motor Vehicle in Transport

03 Occupant of a Motor Vehicle Not in 
     Transport

04 Occupant of a Non-Motor Vehicle Transport 
     Device

05 Pedestrian

06 Bicyclist

07 Other Cyclist

08 Other Pedestrian

09 Unknown Occupant Type in a Motor 
     Vehicle in Transport

19 Unknown Type of Non-Motorist

99 Unknown
	1 dummy variable
Inside = 1 (1,2,3)

Inside =  0 (others)



	Police- Reported Drug Involvement 

0 No Drugs

1 Drugs Involved

8 Not Reported

9 Reported Unknown
	1 dummy variable
Drug = 1 (1)

Drug =  0 (others)



	Sex (No. 153)

1 Male

2 Female

9 Unknown
(9 : missing)
	1 dummy variable
Male = 1 (1)

Male =  0 (2)




Appendix 2

Atmospheric Conditions
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· Dark but lighted (3)
· Dawn, dusk, and others (4, 5)
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Quantitative variable

Airbag availability / deployment
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· Values = 00 Non-Motorist

· 01 Deployed Air Bag from Front

· 02 Deployed Air Bag from Side

· 07 Deployed Air Bag Other Direction

· 08 Deployed Air Bag Multiple Directions

· 09 Deployed Air Bag Direction Unknown

· 20 Air Bag Available but Not Deployed for this Seat

· 28 Air Bag Available and Switched Off

· 29 Air Bad Available, Deployment Not Known for this Seat

· 30 Air Bag Not Available for this Seat

· 31 Air Bag Previously Deployed and not Replaced

· 32 Air Bag Disabled or Removed

· 99 Unknown (If Airbag Available)
Alcohol test result
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Quantitative variable. If more than 95, it should be considered missing.

Person type
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· 01 Driver

· 02 Passenger of a Motor Vehicle in Transport

· 03 Occupant of a Motor Vehicle Not in Transport

· 04 Occupant of a Non-Motor Vehicle Transport Device

· 05 Pedestrian

· 06 Bicyclist

· 07 Other Cyclist

· 08 Other Pedestrian

· 09 Unknown Occupant Type in a Motor Vehicle in Transport

· 19 Unknown Type of Non-Motorist

· 99 Unknown
Drugs
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· 0 No Drugs

· 1 Drugs Involved

· 8 Not Reported

· 9 Reported Unknown
Sex
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· 1 Male

· 2 Female

· 9 Unknown
Appendix 3
options linesize = 78 ;

data fatal ;

infile 'C:\Temp\datasetxls1.dat' ;

input Obs State
Cn Acon Cmon Dw
Lcon
Age Ab Alcohol Sev Pt Drug Rsys Sex ;

*Obs, State, CN=CaseNo, Acon=Atmos_Con, Cmon=Crash_Month, Dw=DayWeek, Lcon=Light_Con,

Age, Ab=Airbag, Alcohol, Sev=Injury_Sev, Pt=Pe_Type, Drug=Other_Drug, Rsys=Restraint_Sys,Sex ;
*=======================================================;
fatal=0 ; * Non fatal ;
if sev=4 then fatal=1;  * fatal ;
*=======================================================;
*3 dummy;
afavor=0;        

if Acon=1 then afavor=1; * No adverse atmospheric condition;
arain=0;

if Acon=2 then arain=1; * rain ;
asnow=0;

if Acon= 3 then asnow=1; * sleet & snow ;
if Acon= 4 then asnow=1; * sleet & snow ;
*=======================================================;
*3 dummy;
mspr=0;

if Cmon=3 then mspr=1; * Mar ;
if Cmon=4 then mspr=1; * Apr ;
if Cmon=5 then mspr=1; * May ;
msum=0;

if Cmon=6 then msum=1; * Jun ;
if Cmon=7 then msum=1; * Jul ;
if Cmon=8 then msum=1; * Aug ;
mfal=0;

if Cmon=  9 then mfal=1; * Sep ;
if Cmon=10 then mfal=1; * Oct ;
if Cmon=11 then mfal=1; * Nov ;
*=======================================================;
week=1;

if Dw= 1 then week=0; * sunday ;
if Dw= 7 then week=0; * saturday ;
*=======================================================;
*3 dummy;
dlight=0;

if Lcon= 1 then dlight=1; *daylight ;
ddark=0;

if Lcon= 2 then ddark=1; *dark ;
ddarkl=0;

if Lcon= 3 then ddarkl=1; *dark but lighted ;
*=======================================================;
if Age = 99 then do ;

   Age =  .  ;

end ;

*=======================================================;
airbag=0 ;

if Ab= 1 then airbag=1; *airbag available and deployed ;
if Ab= 8 then airbag=1; *airbag available and deployed ;
if Ab= 9 then airbag=1; *airbag available and deployed ;
*=======================================================;
if Alcohol > 94 then do ;

   Alcohol = .  ;

end ;

*=======================================================;
inside = 0 ; * person type inside a vehicle;
if Pt= 1 then inside=1 ; 

if Pt= 2 then inside=1 ; 

if Pt= 3 then inside=1 ; 

*=======================================================;
drugin= 0 ; * drug involve ;
if Drug= 1 then drugin=1 ; 

*=======================================================;
male= 0 ; * sex ;
if Sex= 1 then male= 1 ; 

if Sex= 9 then male= . ; 

*=======================================================;
run ;

proc print data = fatal ;

run ;

*Spearman correlation ;
proc corr spearman;

var Obs Acon Cmon Dw Lcon Age Ab Alcohol Sev Pt Drug Rsys Sex ;

run;

* Frequency ;
proc gchart ;

vbar fatal / group = Acon type = percent discrete ;

run ;

* full model;
proc logistic descending ; 

model fatal=afavor arain asnow mspr msum mfal week dlight ddark ddarkl age airbag inside drugin male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without 'inside' variable 

proc logistic descending ; 

model fatal=afavor arain asnow mspr msum mfal week dlight ddark ddarkl age airbag drugin male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without variables 'inside' and 'mspr', 'msum' and 'mfal';
proc logistic descending ; 

model fatal=afavor arain asnow week dlight ddark ddarkl age airbag drugin male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without variables 'inside' and 'mspr', 'msum' and 'mfal','dlight', 'ddark' and 'ddarkl';
proc logistic descending ; 

model fatal=afavor arain asnow week age airbag drugin male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without variables 'inside' and 'mspr', 'msum' and 'mfal','week';
proc logistic descending ; 

model fatal=afavor arain asnow age dlight ddark ddarkl airbag drugin male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without variables 'inside' and 'mspr', 'msum' and 'mfal','week','male';
proc logistic descending ; 

model fatal=afavor arain asnow age dlight ddark ddarkl airbag drugin / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without variables 'inside' and 'mspr', 'msum' and 'mfal','week','male','airbag';
proc logistic descending ; 

model fatal=afavor arain asnow age dlight ddark ddarkl drugin / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without variables 'inside' and 'mspr', 'msum' and 'mfal','week','male','airbag',

'afavor', 'arain','asnow';
proc logistic descending ; 

model fatal=age dlight ddark ddarkl drugin / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without variables 'inside' and 'mspr', 'msum' and 'mfal','week','male','airbag',

'afavor', 'arain','asnow', 'drugin';
proc logistic descending ; 

model fatal=age dlight ddark ddarkl / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

Appendix 4
options linesize = 78 ;

data fatal ;

infile 'C:\Documents and Settings\Gabriele Villarini\Desktop\Regression_Project\Code\datasetxls1.dat' ;

input Obs State
Cn Acon Cmon Dw
Lcon
Age Ab Alcohol Sev Pt Drug Rsys Sex ;

*Obs, State, CN=CaseNo, Acon=Atmos_Con, Cmon=Crash_Month, Dw=DayWeek, Lcon=Light_Con,

Age, Ab=Airbag, Alcohol, Sev=Injury_Sev, Pt=Pe_Type, Drug=Other_Drug, Rsys=Restraint_Sys,Sex ;
*=======================================================;
fatal=0 ; * Non fatal ;
if sev=4 then fatal=1;  * fatal ;
*=======================================================;
*3 dummy;
afavor=0;        

if Acon=1 then afavor=1; * No adverse atmospheric condition;
arain=0;

if Acon=2 then arain=1; * rain ;
asnow=0;

if Acon= 3 then asnow=1; * sleet & snow ;
if Acon= 4 then asnow=1; * sleet & snow ;
*=======================================================;
*3 dummy;
mspr=0;

if Cmon=3 then mspr=1; * Mar ;
if Cmon=4 then mspr=1; * Apr ;
if Cmon=5 then mspr=1; * May ;
msum=0;

if Cmon=6 then msum=1; * Jun ;
if Cmon=7 then msum=1; * Jul ;
if Cmon=8 then msum=1; * Aug ;
mfal=0;

if Cmon=  9 then mfal=1; * Sep ;
if Cmon=10 then mfal=1; * Oct ;
if Cmon=11 then mfal=1; * Nov ;
*=======================================================;
week=1;

if Dw= 1 then week=0; * sunday ;
if Dw= 7 then week=0; * saturday ;
*=======================================================;
*3 dummy;
dlight=0;

if Lcon= 1 then dlight=1; *daylight ;
ddark=0;

if Lcon= 2 then ddark=1; *dark ;
ddarkl=0;

if Lcon= 3 then ddarkl=1; *dark but lighted ;
*=======================================================;
if Age = 99 then do ;

   Age =  .  ;

end ;

*=======================================================;
airbag=0 ;

if Ab= 1 then airbag=1; *airbag available and deployed ;
if Ab= 8 then airbag=1; *airbag available and deployed ;
if Ab= 9 then airbag=1; *airbag available and deployed ;
*=======================================================;
alc = 0; *test given;
if Alcohol > 94 then alc=1 ; *test not given

*=======================================================;
inside = 0 ; * person type inside a vehicle;
if Pt= 1 then inside=1 ; 

if Pt= 2 then inside=1 ; 

if Pt= 3 then inside=1 ; 

*=======================================================;
drugin= 0 ; * drug involve ;
if Drug= 1 then drugin=1 ; 

*=======================================================;
male= 0 ; * sex ;
if Sex= 1 then male= 1 ; 

if Sex= 9 then male= . ; 

*=======================================================;
run ;

proc print data = fatal ;

run ;

* full model;
proc logistic descending ; 

model fatal=alc afavor arain asnow mspr msum mfal week dlight ddark ddarkl age airbag inside drugin male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without 'inside';
proc logistic descending ; 

model fatal=alc afavor arain asnow mspr msum mfal week dlight ddark ddarkl age airbag drugin male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without 'inside', 'mfal', 'mspr','msum';
proc logistic descending ; 

model fatal=alc afavor arain asnow week dlight ddark ddarkl age airbag drugin male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without 'inside', 'mfal', 'mspr','msum','dlight','ddark','ddarkl';
proc logistic descending ; 

model fatal=alc afavor arain asnow week age airbag drugin male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without 'inside', 'mfal', 'mspr','msum','week';
proc logistic descending ; 

model fatal=alc afavor arain asnow dlight ddark ddarkl age airbag drugin male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without 'inside', 'mfal', 'mspr','msum','week','airbag';
proc logistic descending ; 

model fatal=alc afavor arain asnow dlight ddark ddarkl age drugin male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without 'inside', 'mfal', 'mspr','msum','week','airbag','afavor','asnow','arain';
proc logistic descending ; 

model fatal=alc dlight ddark ddarkl age drugin male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without 'inside', 'mfal', 'mspr','msum','week','airbag','afavor','asnow','arain'

'drugin';
proc logistic descending ; 

model fatal=alc dlight ddark ddarkl age male / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without 'inside', 'mfal', 'mspr','msum','week','airbag','afavor','asnow','arain'

'drugin','male';
proc logistic descending ; 

model fatal=alc dlight ddark ddarkl age / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;

* Model without 'inside', 'mfal', 'mspr','msum','week','airbag','afavor','asnow','arain'

'drugin','male','ddark','dlight','ddarkl';
proc logistic descending ; 

model fatal=alc age / lackfit  ctable ;

output out =lfits predicted=pred lower=LCL upper=UCL;

run ;
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