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Abstract Recently, it has been shown that the regret of the Follow the
Regularized Leader (FTRL) algorithm for online linear optimization can be
bounded by the total variation of the cost vectors rather than the number
of rounds. In this paper, we extend this result to general online convex op-
timization. In particular, this resolves an open problem that has been posed
in a number of recent papers. We first analyze the limitations of the FTRL
algorithm in [16] when applied to online convex optimization, and extend the
definition of variation to a gradual variation which is shown to be a lower bound
of the total variation. We then present two novel algorithms that bound the
regret by the gradual variation of cost functions. Unlike previous approaches
that maintain a single sequence of solutions, the proposed algorithms maintain
two sequences of solutions that make it possible to achieve a variation-based
regret bound for online convex optimization.

To establish the main results, we discuss a lower bound for FTRL that
maintains only one sequence of solutions, and a necessary condition on smooth-
ness of the cost functions for obtaining a gradual variation bound. We extend
the main results three-fold: (i) we present a general method to obtain a grad-
ual variation bound measured by general norm; (ii) we extend algorithms to
a class of online non-smooth optimization with gradual variation bound; and
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(iii) we develop a deterministic algorithm for online bandit optimization in
multipoint bandit setting.

Keywords online convex optimization - regret bound - gradual variation -
bandit

1 Introduction

We consider the general online convex optimization problem [26] which pro-
ceeds in trials. At each trial, the learner is asked to predict the decision vector
x; that belongs to a bounded closed convex set P C R¢; it then receives a cost
function ¢(+) : P — R and incurs a cost of ¢;(x¢) for the submitted solution.
The goal of online convex optimization is to come up with a sequence of solu-
tions X1,...,x7 that minimizes the regret, which is defined as the difference
in the cost of the sequence of decisions accumulated up to the trial 7' made
by the learner and the cost of the best fixed decision in hindsight, i.e.

P
S

T
Regret, = Z ¢¢(X¢) — min Z c(x).
t=1

In the special case of linear cost functions, i.e. c¢;(x) = f,'x, the problem
becomes online linear optimization. The goal of online convex optimization is
to design algorithms that predict, with a small regret, the solution x; at the
tth trial given the (partial) knowledge about the past cost functions ¢, (), 7 =
1, t—1.

Over the past decade, many algorithms have been proposed for online con-
vex optimization, especially for online linear optimization. As the first semi-
nal paper in online convex optimization, Zinkevich [26] proposed a gradient
descent algorithm with a regret bound of O(v/T). When cost functions are
strongly convex, the regret bound of the online gradient descent algorithm is
reduced to O(logT) with appropriately chosen step size [13]. Another com-
mon methodology for online convex optimization, especially for online linear
optimization, is based on the framework of Follow the Leader (FTL) [17]. FTL
chooses x; by minimizing the cost incurred by x; in all previous trials. Since
the naive FTL algorithm fails to achieve sublinear regret in the worst case,
many variants have been developed to fix the problem, including Follow the
Perturbed Leader (FTPL) [17], Follow the Regularized Leader (FTRL) [1],
and Follow the Approximate Leader (FTAL) [13]. Other methodologies for
online convex optimization introduce a potential function (or link function)
to map solutions between the space of primal variables and the space of dual
variables, and carry out primal-dual update based on the potential function.
The well-known Exponentiated Gradient (EG) algorithm [20] or multiplicative
weights algorithm [12] belong to this category. We note that these different
algorithms are closely related. For example, in online linear optimization, the
potential-based primal-dual algorithm is equivalent to FTRL algorithm [16].
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Generally, most previous studies of online convex optimization bound the
regret in terms of the number of trials 7. However, it is expected that the
regret should be low in an unchanging environment or when the cost functions
are somehow correlated. Specifically, the tightest rate for the regret should de-
pend on the variance of the sequence of cost functions rather than the number
of rounds T'. An algorithm with regret in terms of variation of the cost func-
tions is expected to perform better when the cost sequence has low variation.
Therefore, it is of great interest to derive a variation-based regret bound for
online convex optimization in an adversarial setting.

As it has been established as a fact that the regret of a natural algorithm
in a stochastic setting, i.e. the cost functions are generated by a stationary
stochastic process, can be bounded by the total variation in the cost func-
tions [16], devising algorithm in fully adversarial setting, i.e. the cost func-
tions are chosen completely adversarially, is posed as an open problem in [5].
The concern is whether or not it is possible to derive a regret bound for an
online optimization algorithm by the variation of the observed cost functions.
Recently [16] made a substantial progress in this route and proved a variation-
based regret bound for online linear optimization by tight analysis of FTRL
algorithm with an appropriately chosen step size. A similar regret bound is
shown in the same paper for prediction from expert advice by slightly modify-
ing the multiplicative weights algorithm. In this work, we aim to take one step
further and contribute to this research direction by developing algorithms for
general framework of online conver optimization with variation-based regret
bounds.

A preliminary version of this paper appeared at the Conference on Learning
Theory (COLT) [8] as the result of a merge between two papers as discussed
in a commentary written by Satyen Kale [18]. We highlight the differences
between this paper and [8]. We first motivate the definition of a gradual vari-
ation by showing that the total variation bound in [16] is not necessary small
when the cost functions change slowly, and the gradual variation is smaller
than the total variation. We then extend FTRL to achieve a regret bounded
by the gradual variation in Subsection 2.1. The second algorithm in Subsec-
tion 2.2 is similar to the one that appeared in [8]. Sections 3 and 4 contain
generalizations of the second algorithm to non-smooth functions and a bandit
setting, respectively, which appear in this paper for the first time.

In the remaining of this section, we first present the results from [16] for
online linear optimization and discuss their potential limitations when applied
to online convex optimization which motivates our work.

1.1 Online Linear Optimization

Many decision problems can be cast into online linear optimization problems,
such as prediction from expert advice [6], online shortest path problem [25].
[16] proved the first variation-based regret bound for online linear optimization
problems in an adversarial setting. Hazan and Kale’s algorithm for online
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Algorithm 1 Follow The Regularized Leader for Online Linear Optimization

1: Input: n >0

2: fort=1,...,T do

3: If t =1, predict x; =0
4 If ¢t > 1, predict x; by

t—1
X 1
X¢ = arg min Z £1x+ —|x||?
xeP 2n
5: Receive cost vector f; and incur loss szxt
6: end for

linear optimization is based on the framework of FTRL. For completeness,
the algorithm is shown in Algorithm 1. At each trial, the decision vector x; is
given by solving the following optimization problem:

t—1 1
x; = argmin 3 6%+ 5[5
T=1

where f; is the cost vector received at trial ¢ after predicting the decision x;,
and 7 is a step size. They bound the regret by the variation of cost vectors
defined as

T
VARz = 36 — i3, (1)

t=1

where p = 1/T Zthl f;. By assuming ||f;]|2 < 1,V¢ and setting the value of 7
to n = min(2/v/VARr, 1/6), they showed that the regret of Algorithm 1 can
be bounded by

T T
. 15v/ VAR if VVARy > 12
£, x, — £x < . 2
; t Xt xmé%; t X = {150 if VAR, < 12 2)

From (2), we can see that when the variation of the cost vectors is small (less
than 12), the regret is a constant, otherwise it is bounded by the variation
O(VVAR7T). This result indicates that online linear optimization in the ad-
versarial setting is as efficient as in the stationary stochastic setting.

1.2 Online Convex Optimization

Online convex optimization generalizes online linear optimization by replacing
linear cost functions with non-linear convex cost functions. It has found ap-
plications in several domains, including portfolio management [3] and online
classification [19]. For example, in online portfolio management problem, an
investor wants to distribute his wealth over a set of stocks without knowing
the market output in advance. If we let x; denote the distribution on the
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Algorithm 2 Follow The Regularized Leader (FTRL) for Online Convex Op-
timization

1: Input: n >0

2: fort=1,...,7 do

3: If t =1, Predict x¢ =0

4: If ¢t > 1, Predict x; by

t—1

X¢ = argmmz £lx+ —HXHZ
xeP

5 Receive cost function c¢¢(-) and incur loss ¢t (x¢)
6: Compute fy = Ve (x¢)
7: end for

stocks and r; denote the price relative vector, i.e. r:[i] denote the the ratio of
the closing price of stock ¢ on day ¢ to the closing price on day ¢t — 1, then an
interesting function is the logarithmic growth ratio, i.e. Zthl log(x, r;), which
is a concave function to be maximized. Similar to [16], we aim to develop al-
gorithms for online convex optimization with regret bounded by the variation
in the cost functions.

Before presenting our algorithms, we first show that directly applying the
FTRL algorithm to general online convex optimization may not be able to
achieve the desired result. To extend FTRL for online convex optimization,
a straightforward approach is to use the first order approximation for convex
cost function, i.e., c;(x) =~ ci(x;) + Ver(x:) T (x — x¢), and replace the cost
vector f; in Algorithm 1 with the gradient of the cost function ¢;(-) at x,
i.e., f; = Vei(xy). The resulting algorithm is shown in Algorithm 2. Using the
convexity of ¢;(+), we have

T T T
Z cr(xy) — xmelgz a(x) < ; £, x; — xmelgtz:l £, x. (3)

If we assume ||Vei(x)|le < 1,VE,Vx € P, we can apply Hazan and Kale’s

variation-based bound in (2) to bound the regret in (3) by the variation

T T T 2
1
VARz = S — 3 = 3| Verlx) — 7 3 Ver (x,) (1)
t=1 t=1 =1 2
To better understand VAR in (4), we rewrite VAR as
T 1 I
VART = Z Ve(xt) — T ZVCT(XT Z Ver(x¢) — Ver (x2)|)?
t=1 T=1 t‘r 1
T T 1
T Z Z ”vct Xt vct(XT)”g + T Z Z cht(XT) - VCT(XT)”g

t=1 71 t=17=1
VAR’ + VARZ. (5)
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We see that the variation VAR is bounded by two parts: VAR%F essentially
measures the smoothness of individual cost functions, while VAR?. measures
the variation in the gradients of cost functions. Let us consider an easy setting
when all cost functions are identical. In this case, VAR% vanishes, and VAR
is equal to VARL./2, i.e.,

T T
_ L _ 2_ L _ 2
VARr = o tzl IVer(xe) = Ver (xo)lI° = 5 ;::1 [Ver(xe) = Ve (x7)|
_ VAR
- ==

As a result, the regret of the FTRL algorithm for online convex optimization
may still be bounded by O(V/T) regardless of the smoothness of the cost
function.

To address this challenge, we develop two novel algorithms for online con-
vex optimization that bound the regret by the variation of cost functions. In
particular, we would like to bound the regret of online convex optimization by
the variation of cost functions defined as follows

T—1
GVr = ; max | Vep 41 (x) — Ver (x)13- (6)

Note that the variation in (6) is defined in terms of gradual difference between
individual cost function to its previous one, while the variation in (1) [16] is
defined in terms of total difference between individual cost vectors to their
mean. Therefore we refer to the variation defined in (6) as gradual variation *,
and to the variation defined in (1) as total variation. It is straightforward to
show that when ¢;(x) = f,'x, the gradual variation GV7 defined in (6) is
upper bounded by the total variation VAR, defined in (1) with a constant
factor:

T-1 T-1 T

D M = £l5 <D 20 — pll3 4 201f — pll3 < 4D [1f — pl3.

t=1 t=1 t=1

On the other hand, we can not bound the total variation by the gradual
variation up to a constant. This is verified by the following example: f; =

oo =fp;y =fand fr/51, = --- = fr = g # f. The total variation in (1) is
given by
T 2 2
T f+g T f+g
ARt = £, —pl2==|If - —= —|lg— —=|| =T
VARy = Yl -l = 5 £ - 5|+ e- 5| - o

t=1
while the gradual variation defined in (6) is a constant given by

T-1

GVr =) [Ifie — 5 = If —gl3 = O(1).
t=1

1 This is also termed as deviation in [8].
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Based on the above analysis, we claim that the regret bound by gradual vari-
ation is usually tighter than total variation. Before closing this section, we
present the following lower bound for FTRL whose proof can be found in [8].

Theorem 1 The regret of FTRL is at least 2(min(GVp,VT)).

The theorem motivates us to develop new algorithms for online convex opti-
mization to achieve a gradual variation bound of O(v/GVr).

The remainder of the paper is organized as follows. We present in Section 2
the proposed algorithms and the main results. Section 3 generalizes the results
to the special class of non-smooth functions that is composed of a smooth and
a non-smooth component. Section 4 is devoted to extending the proposed
algorithms to the setting where only partial feedback about the cost functions
are available, i.e., online bandit convex optimization with a variation-based
regret bound. Finally, in Section 5, we conclude this work and discuss a few
open problems.

2 Algorithms and Main Results

Without loss of generality, we assume that the decision set P is contained in
a unit ball B, i.e., P C B, and 0 € P [16]. We propose two algorithms for
online convex optimization. The first algorithm is an improved FTRL and the
second one is based on the mirror prox method [21]. One common feature
shared by the two algorithms is that both of them maintain two sequences of
solutions: decision vectors x1.7 = (X1, ,X7) and searching vectors z.7 =
(z1,--- ,z7) that facilitate the updates of decision vectors. Both algorithms
share almost the same regret bound except for a constant factor. To facilitate
the discussion, besides the variation of cost functions defined in (6), we define
another variation, named extended gradual variation, as follows

T—1
EGVra(yrr) = Y [Vera(yr) — Valyd)|3 < Ve (yo)l3 + GV, (7)
t=0

where ¢g(x) = 0, the sequence (yo,...,yr) is either (zg,...,zr) (as in the
improved FTRL) or (xq, ...,X7) (as in the prox method) and the subscript 2
means the variation is defined with respect to 5 norm. When all cost functions
are identical, GV becomes zero and the extended variation EGVr o (y1.7) is
reduced to ||Vei(yo)||3, a constant independent from the number of trials. In
the sequel, we use the notation EGVr o for simplicity. In this study, we assume
smooth cost functions with Lipschtiz continuous gradients, i.e., there exists a
constant L > 0 such that

Ve (x) — Ve (z) |2 < Lijx — 2|2, Vx, 2z € P, Vt. (8)
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Algorithm 3 Improved FTRL for Online Convex Optimization
1: Input: n € (0,1]

2: Initialization: zg = 0 and co(x) =0

3: fort=1,...,7 do

4 Predict x; by

. L
X¢ = argmin {xTVct_l(zt_l) + %Hx - zt_1||%}

xeP
5:  Receive cost function c¢;(-) and incur loss c¢(x¢)
6: Update z¢ by
z¢ = argmin< x| Z Ver(zr—1) + —||x||2
x€P =1

7: end for

Our results show that for online convex optimization with L-smooth cost func-
tions, the regrets of the proposed algorithms can be bounded as follows

T T
Z cr(x¢) mln Z e (x (\ / EGVTQ) + constant. (9)
Lt

t=1

Remark 1 We would like to emphasize that our assumption about the smooth-
ness of cost functions is necessary 2 to achieve the variation-based bound stated
in (9). To see this, consider the special case of ¢i(x) = -+ = ¢p(x) = ¢(x).
If the bound in (9) holds for any sequence of convex functions, then for the
special case where all the cost functions are identical, we have

T

E cxt Sm E c
xXe

t=1

t:l

implying that Xy = (1/7T) Zthl x; approaches the optimal solution at the rate
of O(1/T). This contradicts the lower complexity bound (i.e. O(1/v/T)) for
any optimization method which only uses first order information about the
cost functions [22, Theorem 3.2.1]. This analysis indicates that the smooth-
ness assumption is necessary to attain variation based regret bound for general
online convex optimization problem. We would like to emphasize the fact that
this contradiction holds when only the gradient information about the cost
functions is provided to the learner and the learner may be able to achieve
a variation-based bound using second order information about the cost func-
tions, which is not the focus of the present work.

2.1 An Improved FTRL Algorithm for Online Convex Optimization

2 Gradual variation bounds for a special class of non-smooth cost functions that are
composed of a smooth component and a non-smooth component are discussed in section 3.
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The improved FTRL algorithm for online convex optimization is presented
in Algorithm 3. Note that in step 6, the searching vectors z; are updated
according to the FTRL algorithm after receiving the cost function ¢ (). To
understand the updating procedure for the decision vector x; specified in step
4, we rewrite it as

. L
X; = arg min {ct_l(zt_l) +(x— zt_l)TVct_l(zt_l) + %Hx — zt_1||§} .

xeP
(10)
Notice that
T L 2
ct(x) < ce(ze-1) + (x = 2e-1)  Ver(ze-1) + 5 llx = ze-a]l
L
< ci(zem1) + (x—2i-1) ' Ver(zemr) + —x — 213, (11)

2n

where the first inequality follows the smoothness condition in (8) and the
second inequality follows from the fact n < 1. The inequality (11) provides an
upper bound for ¢;(x) and therefore can be used as an approximation of ¢;(x)
for predicting x;. However, since V¢i(z¢—1) is unknown before the prediction,
we use Vei_1(zi—1) as a surrogate for Ve (zi—1), leading to the updating
rule in (10). It is this approximation that leads to the variation bound. The
following theorem states the regret bound of Algorithm 3.

Theorem 2 Let ¢;(-),t =1,...,T be a sequence of convex functions with L-
Lipschitz continuous gradients. By setting 7 = min {1, L/, /EGVTQ}, we have
the following regret bound for Algorithm 3

; ce(xt) — 2161%; ct(x) < max (L7 EGVT’2> .

Remark 2 Comparing with the variation bound in (5) for the FTRL algorithm,
the smoothness parameter L plays the same role as VAR that accounts for
the smoothness of cost functions, and term EGVr s plays the same role as
VAR3. that accounts for the variation in the cost functions. Compared to the
FTRL algorithm, the key advantage of the improved FTRL algorithm is that
the regret bound is reduced to a constant when the cost functions change only
by a constant number of times along the horizon. Of course, the extended
variation EGV 7 2 may not be known apriori for setting the optimal 1, we can
apply the standard doubling trick [6] to obtain a bound that holds uniformly
over time and is a factor at most 8 from the bound obtained with the optimal
choice of 7. The details are provided in Appendix A.

To prove Theorem 2, we first present the following lemma.
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Lemma 1 Let ¢;(-),t = 1,...,T be a sequence of convex functions with L-
Lipschitz continuous gradients. By running Algorithm 3 over T trials, we have

T

Z (x:) < min —||x||2+ZCt zi 1)+ (x—201) Ve (ze1)
t=1 t=1

T-1
o7 2 Ve (z0) = Veu(z) 3.
t=0

With this lemma, we can easily prove Theorem 2 by exploring the convexity
of ¢, (x).

Proof (of Theorem 2) By using ||x||2 < 1,¥x € P C B, and the convexity of
¢(x), we have

T
L :
mln {||X||2 + th (Zg—1) + (x — Ztl)Tvct(ztl)} < > —|—m1ant(x).

Combining the above result with Lemma 1, we have

T
Z ci(x¢t) mln Z c(x) < — + EEGVT 2-

t=1
By choosing n = min(1, L/ /EGVr ), we have the regret bound claimed in

Theorem 2.

The Lemma 1 is proved by induction. The key to the proof is that z; is the
optimal solution to the strongly convex minimization problem in Lemma 1,
ie.,

z; = argmln |‘||x||2 + ZCT Zr_1)+ (x — ZT_l)TVCT(ZT—l)‘|
T=1

Proof (of Lemma 1) We prove the inequality by induction. When T' = 1, we
have x; = z9 = 0 and
min £||X||2 + e1(20) + (x — 20) Vi (z0) | + 5| Ver (20) 3

x€P 2L

) L
>Q%Hdﬁwqmm%my{%kﬁ+@—MWVM%&:ﬁ@®=Mm)
where the inequality follows that by relaxing the minimization domain x € P

to the whole space. We assume the inequality holds for ¢ and aim to prove it
for t + 1. To this end, we define

Pi(x) =

I t
%HXHS + ; cr(zr-1) + (x — ZT1>TVCT(ZT1)‘|

t—1

n

B2 Z [Veria(zr) — VCT(Z‘r)H%'
7=0
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According to the updating procedure for z; in step 6, we have z; = arg minyep 1:(x).
Define ¢y = 94(z:) = mingep P:(x). Since 94(x) is a (L/n)-strongly convex
function, we have

V

Gear (%) — G (1) > %Hx a2 (k- ) Vi (22)

L
%HX — 23+ (x —20) T (Vu(2e) + Vera (z)) -
Setting x = 2411 = arg mingep ¥;11(X) in the above inequality results in

VYiy1(Zer1) — Yir1(2ze) = Gry1 — (¢ + o1 (ze) + %HVQH(ZQ — Ve(z)])3)

L

> %”zHl — 24|13+ (21 — 20) T (Vehu(ze) + Vi (ze))
L

> %”Zt-i-l — 2|3 + (151 — 20) ' Ve (ze),

where the second inequality follows from the fact z; = arg minygep ¥;(x), and
therefore (x —2z;) " V)i (z¢) > 0,Vx € P. Moving c;41(z;) in the above inequal-
ity to the right hand side, we have

Ot = b1 — 57| Verpa (zr) = Veulz)| (12)

L
> %szl — 24|34 (Ze1 — 24) " Vw1 (ze) + ciga(ze)

. L
> mm{nx 203+ (x — 2)T Verp (20) +ct+1<zt>}
xXEP 2’[7

. L
= min %HX — 23+ (x = 20) " Ver(z) Feria(ze) + (x = 20) T (Ve (z) — Ve(z))
r(x)

p(x)

To bound the right hand side, we note that x;41 is the minimizer of p(x) by
step 4 in Algorithm 3, and p(x) is a L/n-strongly convex function, so we have

L L
p(x) > p(xet1) + (x = x¢41) T Vp(xi11) +%||X —x¢41l3 > p(xe41) + %HX — X413
>0

Then we have

L
p(x) + cer1(ze) +7(x) > p(xey1) + cora(ze) + %HX — Xeq1lf3 + (%)

L L
= %HXH—I — 2|5 + (xe41 — z1) " Ver(ze) Fe(ze) + %HX — X113 4 7(x)

p(Xt41)
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Plugging above inequality into the inequality in (12), we have

bti1 — Pt — %chtﬂ(zt) — Ver(ze)l3

L
Z%HXtH — 2|5 + (xeq1 — 21) " Ver(z) + i (ze)

. L
+ min {%HX — x5+ (x = z0) T (Ve (ze) — Vct(zt))}

To continue the bounding, we proceed as follows

Ore1 = b = 5 [Verea(a) = Ver(a)|

L
Z%‘lxtﬂ — 24|13+ (X1 — z0) ' Ver(ze) + cos1(20)

. L
i {5 = e B+ (x 20T (Versa(an) — Vauta) |

L
=%th+1 — 23+ (041 — 20) " Verra(ze) + ey ()

. L
i {5 x4 G = x)(Versa(a) - Vo) |

L
Z%HXtH — 2|3 + (Xe1 — 2¢) T Verp (ze) + cop(2e)

. L
i { o (= x00) (Ve (20) — Veuta) |

L
:%thﬂ - Zt||§ + (X1 — Zt)TVCtH(Zt) + ce1(ze) — %”VQH(ZQ - VCt(Zt)”g

e (xe1) = g7 Ve (z) = Ver(a) 3

where the first equality follows by writing (x¢y1 — z¢) ' Vei(ze) = (Xer1 —
zt) ' Verr1(ze) — (%441 — 20) ' (Verr1(2:) — Vey(z;)) and combining with (x —
zt)T (Verr1(ze) —Ve(ze)), and the last inequality follows from the smoothness
condition of ¢;y1(x). Since by induction ¢; > 23:1 ¢ (%), we have ¢pyq >

Zt;;ll Cr(X7).

2.2 A Prox Method for Online Convex Optimization

In this subsection, we present a prox method for online convex optimization
that shares the same order of regret bound as the improved FTRL algorithm.
It is closely related to the prox method in [21] by maintaining two sets of
vectors x1.7 and z1.7, where x; and z; are computed by gradient mappings
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Algorithm 4 A Prox Method for Online Convex Optimization
1: Input: n >0

2: Initialization: zg = x¢o = 0 and ¢p(x) =0

3: fort=1,...,T do

4 Predict x¢ by

. L
X¢ = arg min {XTVCt_1(xt_1) + —x - zt_ng}
xeP 2n

5:  Receive cost function c¢;(-) and incur loss c¢(x¢)
Update z¢ by

@

L
z¢ = argmin {XTVCt(Xt) + —x - zt,1||§}
xeP 2n

7: end for

using Vi1 (x¢—1), and Veg(xy), respectively, as

! 2
T e CHE L |

2
] ]

The detailed steps are shown in Algorithm 4, where we use an equivalent
form of updates for x; and z; in order to compare to Algorithm 3 . Algorithm 4
differs from Algorithm 3: (i) in updating the searching points z;, Algorithm 3
updates z; by the FTRL scheme using all the gradients of the cost functions at
{ZT}tT;ll, while Algorithm 4 updates z; by a prox method using a single gradi-
ent Vey(xy), and (ii) in updating the decision vector x;, Algorithm 4 uses the
gradient Ve;—1(x¢—1) instead of Ver_1(z¢—1). The advantage of Algorithm 4
compared to Algorithm 3 is that it only requires to compute one gradient
Vei(xy) for each loss function; in contrast, the improved FTRL algorithm in
Algorithm 3 needs to compute the gradients of ¢;(x) at two searching points z;
and z;_1. It is these differences mentioned above that make it easier to extend
the prox method to a bandit setting, which will be discussed in section 5.

The following theorem states the regret bound of the prox method for
online convex optimization.

Theorem 3 Let ¢;(-),t =1,...,T be a sequence of convex functions with L-
Lipschitz continuous gradients. By settingn = (1/2) min {1/v2,L/\/EGV1},
we have the following regret bound for Algorithm /

T
Z cr(xy) — minz ct(x) < 2max (\/EL, \/EGVT’Q) .

t=1 x<Pia
We note that compared to Theorem 2, the regret bound in Theorem 3 is
slightly worse by a factor of 2.
To prove Theorem 3, we need the following lemma, which is the Lemma
3.1 in [21] stated in our notations.
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Lemma 2 (Lemma 3.1 [21]) Let w(z) be a a-strongly convex function with
respect to the norm || - ||, whose dual norm is denoted by || - ||, and D(x,z) =
w(x) — (w(z) + (x — z)"w'(2z)) be the Bregman distance induced by function
w(x). Let Z be a conver compact set, and U C Z be convex and closed. Let
z € Z,v >0, Consider the points,

X = arg mi(IJl’yqu + D(u,z), (13)
uc

Z, = arg mi(rjl’yuTC + D(u,z), (14)
uc

then for any u € U, we have

2
7¢T (x ) < D(wz) — D(wzy) + [l <12 = Sllx 2l + 1x — 2.
(15)

In order not to have readers struggle with complex notations in [21] for
the proof of Lemma 2, we present a detailed proof in Appendix A which is an
adaption of the original proof to our notations.

Theorem 3 can be proved by using the above Lemma, because the updates
of x¢,2; can be written equivalently as (13) and (14), respectively. The proof
below starts from (15) and bounds the summation of each term over ¢t =
1,...,T, respectively.

Proof (of Theorem 3) First, we note that the two updates in step 4 and step
6 of Algorithm 4 fit in the Lemma 2 if we let U = Z =P, 2z = z;_1, X = Xy,
z. =z, and w(x) = %[|x||3, which is 1-strongly convex function with respect
to || - [|2. Then D(u,z) = 1|ju—z||3. As a result, the two updates for x;,z, in
Algorithm 4 are exactly the updates in (13) and (14) with z = 2,1,y =n/L,
& = Veio1(zi-1), and ¢ = Vei(xt). Replacing these into (15), we have the

following inequality for any u € P,

(e = zea 5 — [u—213)

N | =

%(xt —u) Ve (x) <
2

1
+ %HVCt(Xt) — Ve (xe-1)ll3 — 3 (Ilxe = ze—11I3 + [Ixe — z¢]13)

Then we have

1
Terlxe) = er(w) < Loxe =) Ver(x1) < 5 ([ =23 = lu = ze]3)
2

2n 2 2772 2

t t—1) — t—1 t—1 2 t t) — t t—1 2

+ 7z IVe(xe-1) = Ve (xe-1)llz + 73 [Ver(xe) = Ver(xe-1)|
1

~3 (||Xt —z 1|3+ [|Jxe — Zt||§)

1 2n?
< 5 (lu = 2ot = lha = 2e[3) + 75 [ Verlxem1) = Veri(xe1) 3

1
+ 2% |x¢ — X153 — 3 (ke — ze—1ll3 + [Ixe — zel3) ,
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where the first inequality follows the convexity of ¢;(x), and the third inequal-
ity follows the smoothness of ¢;(x). By taking the summation over ¢t = 1,--- | T
with z* = arg mi% 23:1 ¢:(u), and dividing both sides by /L, we have

uc

Ve (xe) — Ver(xe) I3

(It = Ze—all3 + [l — ze3) (16)

Br
We can bound B as follows:

1 T 1T+1
Br = by Z ¢ — ze—113 + 3 ; %11 — 213

T

o+

1
2 b} Z (”Xt - thng +l|x¢-1 — ZtﬂH%)
t=2
1< 1E
2 ZZ”Xt — x5 = ZZHXt*thHg (17)
t=2 t=1

where the last equality follows that x; = x(. Plugging the above bound
into (18), we have

T I 277 T-—1
D er(xe) —min Y e(x) < m t7 > Ve (xe) = Ver(xd)|3
t=1 t=1 t=0
+3 (2 = ) I = xical (18)

We complete the proof by plugging the value of 7.

2.3 A General Prox Method and Some Special Cases

In this subsection, we first present a general prox method to obtain a variation
bound defined in a general norm. Then we discuss four special cases: online
linear optimization, prediction with expert advice, and online strictly convex
optimization. The omitted proofs in this subsection can be easily duplicated
by mimicking the proof of Theorem 3, if necessary with the help of previous
analysis as mentioned in the appropriate text.
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Algorithm 5 A General Prox Method for Online Convex Optimization
1: Input: n > 0,w(z)

2: Initialization: zg = x¢o = mingep w(z) and co(x) =0

3: fort=1,...,T do

4 Predict x; by

L
Xt = arg min {XTVct_l(xt_l) + —D(x, zt_l)}
xeP n

5:  Receive cost function c¢;(-) and incur loss c¢(x¢)
Update z¢ by

=

L
z¢ = argmin {XTVCt(Xt) + —D(x, ztfl)}
xEP n

7: end for

2.3.1 A General Prox Method

The prox method, together with Lemma 2 provides an easy way to gen-
eralize the framework based on Euclidean norm to a general norm. To be
precise, let || - || denote a general norm, || - ||« denote its dual norm, w(z) be
a a-strongly convex function with respect to the norm | - ||, and D(x,z) =
w(x) — (w(z) + (x — 2z) "w/(z)) be the Bregman distance induced by function
w(x). Let ¢(+),t =1,--- ,T be L-smooth functions with respect to norm || - ||,
ie.,

IVer(x) = Veu(2)« < Lijx — 2.

Correspondingly, we define the extended gradual variation based on the general
norm as follows:

T-1

EGVr = Y [[Verya(xe) — Ve ()2 (19)

t=0

Algorithm 5 gives the detailed steps for the general framework. We note
that the key differences from Algorithm 4 are: zg is set to ming,ep w(z), and
the Euclidean distances in steps 4 and 6 are replaced by Bregman distances,
ie.,

L
X; = arg min {XTVct_l(xt_l) + —D(x, Zf,—1)} ,
xeP n

L
7; = arg min {XTVCt(Xt) + —D(x, Zf,—1)} .
xeP n

The following theorem states the variation-based regret bound for the general
norm framework, where R measure the size of P defined as

R= \/2(maxw(x) — min w(x)).

x€EP x€eEP
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Theorem 4 Let ¢;(-),t = 1,...,T be a sequence of convex functions whose
gradients are L-smooth continuous, w(z) be a a-strongly convex function, both
with respect to norm || - ||, and EGVy be defined in (19). By setting n =

(1/2) min {\/a/v2, LR//EGV 1}, we have the following regret bound

T
th(xt) — miant(x) < 2R max (\/§LR/\/E, \/EGVT> .

P
t=1 *€Pia

2.8.2 Online Linear Optimization
Here we consider online linear optimization and present the algorithm and the

gradual variation bound for this setting as a special case of proposed algorithm.
In particular, we are interested in bounding the regret by the gradual variation

T—1
2
EGV;@ = Z [fe41 — £ell2,
t=0
where f;,t = 1,...,7T are the linear cost vectors and fy = 0. Since linear

functions are smooth functions that satisfy the inequality in (8) for any positive
L > 0, therefore we can apply Algorithm 4 to online linear optimization with
any positive value for L ®. The regret bound of Algorithm 4 for online linear
optimization is presented in the following corollary.

Corollary 1 Let c;(x) = f,'x,t = 1,...,T be a sequence of linear functions.

By settingn = 4/1/ (2EGV{F,2) and L =1 in Algorithm 4, then we have

T T
T . T /
Z f, x; — xmelgz fx< 2EGV§172.
=1 t=1
Remark 3 Note that the regret bound in Corollary 1 is stronger than the regret

bound obtained in [16] for online linear optimization due to the fact that the
gradual variation is smaller than the total variation.

2.8.8 Prediction with Expert Advice

In the problem of prediction with expert advice, the decision vector x is a
distribution over m experts, ie., x € P = {x € R} : S w; = 1} Let
f; € R™ denote the costs for m experts in trial ¢. Similar to [16], we would like
to bound the regret of prediction from expert advice by the gradual variation
defined in infinite norm, i.e.,

T—1
EGV] =Y i — £l
t=0

3 We simply set L = 1 for online linear optimization and prediction with expert advice.
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Since it is a special online linear optimization problem, we can apply Algo-
rithm 4 to obtain a regret bound as in Corollary 1, i.e.,

T T
; £, x; — xmei% ; £ x < \/2EGV§’2 < \/2mEGV§«’OO.

However, the above regret bound scales badly with the number of experts.
We can obtain a better regret bound in O(\/EGV% « Inm) by applying the

general prox method in Algorithm 5 with w(x) = >°/" | ;Inz; and D(x,z) =
S @i In(z;/2;). The two updates in Algorithm 5 become

pio e/l
LS ew(m/lf) T
A ee(b/If)

-

— — i =
Zj:l 2y exp([n/L]f})
The resulting regret bound is formally stated in the following Corollary.

Corollary 2 Let ¢s(x) = fx,t = 1,...,T be a sequence of linear functions
in prediction with expert advice. By setting n = (lnm)/EGVZ}’OO, L =1,
w(x) =YY" z;Inz; and D(x,z) = > ., x;In(x;/2;) in Algorithm 5, we have

T T
T , T / 7
;ft Xy — f(nelg;ft x < 2EGVT7Oo Inm.

Remark 4 By noting the definition of EGVfROO, the regret bound in Corollary 2

is O (\/Zf__ol max; | f{,,; — f{|In m) , which is similar to the regret bound ob-

tained in [16] for prediction with expert advice. However, the definitions of the
variation are not exactly the same. In [16], the authors bound the regret of pre-

diction with expert advice by O (\/lnm max; 1y |fi — g2 4+ 1n m), where

the variation is the maximum total variation over all experts. To compare
the two regret bounds, we first consider two extreme cases. When the costs
of all experts are the same, then the variation in Corollary 2 is a standard
gradual variation, while the variation in [16] is a standard total variation. Ac-
cording to the previous analysis, a gradual variation is smaller than a total
variation, therefore the regret bound in Corollary 2 is better than that in [16].
In another extreme case when the costs at all iterations of each expert are
the same, both regret bounds are constants. More generally, if we assume the
maximum total variation is small (say a constant), then Zz:ol |fie — fi] is
also a constant for any i € [m]. By a trivial analysis 3", max; |fi,, — fi| <
mmax; ZtT;(]l |ft41 — fi], the regret bound in Corollary 2 might be worse up
to a factor y/m than that in [16].
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Remark 5 Tt was shown in [8], both the regret bounds in Corollary 1 and Corol-
lary 2 are optimal because they match the lower bounds for a special sequence
of loss functions. In particular, for online linear optimization if all loss func-

tions but the first T, = \/EGV%2 are all-0 functions, then the known lower
bound 2(v/Tx) [22] matches the upper bound in Corollary 1. Similarly, for
prediction from expert advice if all loss functions but the first T}, = 4/ EGV%oo

are all-0 functions, then the known lower bound 2(1/7T} Inm) [6] matches the
upper bound in Corollary 2.

2.8.4 Online Strictly Convexr Optimization

In this subsection, we present an algorithm to achieve a logarithmic variation
bound for online strictly convex optimization [14]. In particular, we assume
the cost functions c;(x) are not only smooth but also strictly convex defined
formally in the following.

Definition 1 For 8 > 0, a function ¢(x) : P — R is S-strictly convex if for
any x,z € P

c(x) > ¢(z) + Ve(z) ' (x — 2) + B(x —2z) Ve(z)Ve(z) " (x — 2) (20)

It is known that such a defined strictly convex function include strongly con-
vex function and exponential concave function as special cases as long as the
gradient of the function is bounded. To see this, if ¢(x) is a f’-strongly convex
function with a bounded gradient ||[Ve(x)||2 < G, then

c(x)>c(z) +Ve(z) (x—2z)+ 8 (x—2) (x—2)
ﬂ/

> c(z) + Ve(z) " (x — 2) + @(X —2)"Ve(z)Ve(z) T (x — 2),

thus ¢(x) is a (8'/G?) strictly convex. Similarly if ¢(x) is exp-concave, i.e.,
there exists @ > 0 such that h(x) = exp(—ac(x)) is concave, then c¢(x) is a
8 =1/2min(1/(4GD), a) strictly convex (c.f. Lemma 2 in [14]), where D is
defined as the diameter of the domain.

Therefore, in addition to smoothness and strict convexity we also assume
all the cost functions have bounded gradients, i.e., ||Ve (x)|l2 < G. In [8], a
logarithmic gradual variation regret bound has been proved. For complete-
ness, we present the algorithm in the framework of general prox method and
summarize the results and analysis.

To derive a logarithmic gradual variation bound for online strictly con-
vex optimization, we need to change the Euclidean distance function in Algo-
rithm 4 to a generalized Euclidean distance function. Specifically, at trial ¢,
we let Hy = I + BG?I + ﬁzt_l()VcT(xT)VcT(xT)T and use the generalized

Euclidean distance Dy(x,z) = ng —z|%, = 1(x —z)" Hy(x — z) in updating
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x; and z, i.e.,

. 1
X; = arg min {XTVCt_l(Xt_l) + =lx - Zt—l“%—h}
xeP 2

) (21)

z; = argmin {XTVCt(Xt) +-|x— zt_1||§{t} ,
x€P 2

To prove the regret bound, we can prove a similar inequality as in Lemma 2
by applying w(x) = 1/2||x||%,, which is stated as follows

Vct(xt)—r(xt —2) < Dy(z,2t—1) — Di(z,2)

1
+ [[Ver(xt) — Vct_l(xt_1)||§{;1 —3 [l = 2o, + 1% — 2zl %, ] -

Then by applying inequality in (20) for strictly convex function, we obtain the
following

ct(x¢) — ci(z) < Di(x,2:-1) — Di(x,2¢) — Bl|x¢ — Z||it

1
+ || Ver(xe) — qu(mq)”ét_l ~5 [Ixe — ze—1l|F, + lIxe — 2|7, ] . (22)

where h; = Ve (x¢)Veg(x¢) . It remains to apply the analysis in [8] to obtain a
logarithmic gradual variation bound, which is stated in the following corollary
and its proof is deferred to Appendix C.

Corollary 3 Let ¢;(x),t =1,...,T be a sequence of 3-strictly convex and L-
smooth functions with gradients bounded by G. We assume 8dL? > 1, otherwise
we can set L = \/1/(8d). An algorithm that adopts the updates in (21) has a
regret bound by

T
1 2
Z ce(xy) — minz c(x) < 14667 + 8Tglln max(16dL?, BEGVr2),

t=1 t=1 2

where EGVrp oy = ZtT:_Ol Veri1(xt) — Vei(x¢)||3 and d is the dimension of
xecP.

3 Online Non-Smooth Optimization with Gradual Variation Bound

All the results we have obtained so far rely on the assumption that the cost
functions are smooth. Additionally, at the beginning of Section 2, we showed
that for general non-smooth functions when the only information presented
to the learner is the first order information about the cost functions, it is
impossible to obtain a regret bound by gradual variation. However, in this
section, we show that a gradual variation bound is achievable for a special
class of non-smooth functions that is composed of a smooth component and a
non-smooth component.
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We consider two categories for the non-smooth component. In the first
category, we assume that the non-smooth component is a fixed function and
is relatively easy such that the composite gradient mapping can be solved
without too much computational overhead compared to gradient mapping.
A common example that falls into this category is to consider a non-smooth
regularizer. For example, in addition to the basic domain P, one would enforce
the sparsity constraint on the decision vector x, i.e., ||x[o < k < d, which is
important in feature selection. However, the sparsity constraint ||x|o < k is
a non-convex function, and is usually implemented by adding a ¢; regularizer
Al|x]]1 to the objective function, where A > 0 is a regularization parameter.
Therefore, at each iteration the cost function is given by ¢;(x)+A||x||1. To prove
a regret bound by gradual variation for this type of non-smooth optimization,
we first present a simplified version of the general prox method and show that
it has the exactly same regret bound as stated in Subsection 2.3.1, and then
extend the algorithm to the non-smooth optimization with a fixed non-smooth
component.

In the second category, we assume that the non-smooth component can be
written as an explicit maximization structure. In general, we consider a time-
varying non-smooth component, present a primal-dual prox method, and prove
a min-max regret bound by gradual variation. When the non-smooth compo-
nents are equal across all trials, the usual regret is bounded by the min-max
bound plus a variation in the non-smooth component. To see an application of
min-max regret bound, we consider the problem of online classification with
hinge loss and show that the number of mistakes can be bounded by a variation
in sequential examples.

Before moving to the detailed analysis, it is worth mentioning that sev-
eral pieces of works have proposed algorithms for optimizing the two types
of non-smooth functions as described above to obtain an optimal convergence
rate of O(1/T) [24,23]. Therefore, the existence of a regret bound by gradual
variation for these two types of non-smooth optimization does not violate the
contradictory argument in Section 2.

3.1 Online Non-Smooth Optimization with a Fixed Non-smooth Component
3.1.1 A Simplified Version of Algorithm 5

In this subsection, we present a simplified version of Algorithm 5, which is the
foundation for us to develop the algorithm for non-smooth optimization.

The key trick is to replace the domain constraint x € P with a non-smooth
function in the objective. Let d(x) denote the indicator function of the domain
P, ie.,

0, xeP
573(X) =
o0, otherwise
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Then the proximal gradient mapping for updating x (step 4) in Algorihtm 5
is equivalent to

. L
X; = arg m)inxTVct_l(xt_l) + ED(X, Zt—1) + 0p(x).

By the first order optimality condition, there exists a sub-gradient v, € 9dp(x;)
such that

L
Veroq(xi—1) + E(Vw(Xt) — Vw(zi—1)) + v, = 0. (23)
Thus, x; is equal to
T L
X; = arg minx (Verog(xe—1) +ve) + ED(X, Zi1). (24)
Then we can change the update for z; to
T L
z; = argminx (Ver(xe) +ve) + ED(X’Zt_l). (25)

The key ingredient of above update compared to step 6 in Algorithm 5 is that
we explicitly use the sub-gradient v; that satisfies the optimality condition
for x; instead of solving a domain constrained optimization problem. The
advantage of updating z; by (25) is that we can easily compute z; by the first
order optimality condition, i.e.,

Ver(xe) +vi + %(Vw(zt)  Ve(z 1)) = 0. (26)

Note that equation (23) indicates vy = —Vep—1(xi—1) — Vw(x;) + Vw(zi—1).
By plugging this into (26), we reach to the following simplified update for z;,

Vw(z:) = Vw(xy) + —(Ver—1(xe—1) — Ver(xe)).

IS

The simplified version of Algorithm 5 is presented in Algorithm 6.

Remark 6 We make three remarks for Algorithm 6. First, the searching point
z; does not necessarily belong to the domain P, which is usually not a problem
given that the decision point x; is always in P. Nevertheless, the update can
be followed by a projection step z; = mingep D(X,z;) to ensure the searching
point also stay in the domain P, where we slightly abuse the notation z} in
Vw(z}) = Vw(xs) + F(Vero1(xi-1) — Ver(xe)).

Second, the update in step 6 can be implemented by [6, Chapter 11]:

7 = Ve (Veo(x:) + 7 (Ver1(xi—1) = Ver (1)),
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Algorithm 6 A Simplified General Prox Method for Online Convex Opti-
mization

1: Input: n > 0,w(z)

2: Initialization: zg = x¢o = minzep w(z) and co(x) =0

3: fort=1,...,7 do

4: Predict x; by

L
Xt = arg min {XTVCt_l(Xt_1) + —D(x, zt_l)}
x€EP n

5. Receive cost function c¢(-) and incur loss c¢(x¢)
6: Update z; by solving

Vw(zt) = Vo (xi) + %(vct,l(xt,l) — Ver(xt)).

7: end for

where w*(-) is the Legendre-Fenchel conjugate of w(:). For example, when
w(x) = 1/2||x]|3, w*(x) = 1/2|x||3 and the update for the searching point is
given by

7 =% + (1/L)(Ver—1(xe-1) — Ver(xt));

when w(x) = >, z;lnz;, w*(x) = log[Y_, exp(x;)] and the update for the
searching point can be computed by

[z¢]; x x;exp (n/L[Ver—1(x¢—1) — Ver(xt)]), st Z[zt}i =1

i

Third, the key inequality in (15) for proving the regret bound still hold for
¢ =V (xy)+ve, £ = Ver_1(x¢—1) + v by noting the equivalence between the
pairs (24, 25) and (13, 14), which is given below:

%(Vct(xt) + Vt)T(xt —x) < D(x,2¢-1) — D(x,2)

2
(07
+ %cht(xt) — Ve (xe-1)|l2 - §[||Xt —z |+ [Jx — z]]*], vx € P.

where vy € 9dp(x;). As a result, we can apply the same analysis as in the proof
of Theorem 3 to obtain the same regret bound in Theorem 4 for Algorithm 6.
Note that the above inequality remains valid even if we take a projection
step after the update for z, due to the generalized pythagorean inequality
D(x,z;) < D(x,2}),¥x € P [6].

3.1.2 A Gradual Variation Bound for Online Non-Smooth Optimization

In spirit of Algorithm 6, we present an algorithm for online non-smooth op-
timization of functions ¢;(x) = ¢(x) + ¢g(x) with a regret bound by gradual
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Algorithm 7 A General Prox Method for Online Non-Smooth Optimization
with a Fixed Non-Smooth Component

1: Input: n > 0,w(z)

2: Initialization: zg = x¢p = minzep w(z) and co(x) =0

3: fort=1,...,T do

4 Predict x; by

L
Xt = arg min {XTVCt_l(Xt_1) + —D(x,2¢—1) + g(x)}
x€EP n

5. Receive cost function c¢(-) and incur loss c¢(x¢)
Update z¢ by

<

Z; = Vw* <Vw(xt) + %(Vctfl(xt,ﬂ — Vct(xt))>

and z¢ = minkep D(x,2})
7: end for

variation EGVp = ZtT;Ol [Verr1(xi) — Veu(xi)||2. The trick is to solve the
composite gradient mapping:

L
x; = argminx ' Ve_1(x4_1) + —D(x,z_1) + g(x)
xeP Ui
and update z; by
Vw(zi) = Vw(x:) + %(Vct_l(xt_l) — Vei(xy)).

Algorithm 7 shows the detailed steps and Corollay 4 states the regret bound,
which can be proved similarly.

Corollary 4 Let ¢;(-) = ¢(-) + g(-),t = 1,...,T be a sequence of convex

functions where ¢;(-) are L-smooth continuous w.r.t || - || and g(-) is a non-
smooth function, w(z) be a a-strongly convex function w.r.t || - ||, and EGVp

be defined in (19). By setting n = (1/2) min {\/o/v/2, LR//EGV 1}, we have
the following regret bound

th(xt) — miant(X) < 2R max (\/iLR/\/&, \/EGVT> .

xeP
t=1 t=1

3.2 Online Non-Smooth Optimization with an Explicit Max Structure

In previous subsection, we assume the composite gradient mapping with the
non-smooth component can be efficiently solved. Here, we replace this assump-
tion with an explicit max structure of the non-smooth component.

In what follows, we present a primal-dual prox method for such non-smooth
cost functions and prove its regret bound. We consider a general setting, where
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the non-smooth functions ¢;(x) has the following structure:

() = @ (x) + max(Aex, w) — G (w), (27)

where ¢;(x) and (Et(u) are Ly-smooth and Lo-smooth functions, respectively,
and A; € Rmid is a matrix used to characterize the non-smooth component of
ct(x) with —¢¢(u) by maximization. Similarly, we define a dual cost function

¢¢(u) as

oe(u) = —¢¢(u) + xméig(Atx, u) + ¢ (x). (28)
We refer to x as the primal variable and to u as the dual variable. To mo-
tivate the setup, let us consider online classification with hinge loss ¢;(w) =
max(0,1 — y;w ' x;), where we slightly abuse the notation (x;,y;) to denote
the attribute and label pair received at trial ¢. It is straightforward to see that
¢:(w) is a non-smooth function and can be cast into the form in (27) by

l(w) = ar?ﬁﬁ] a(l —yw'x,) = arél[%xl] —ayx,; w4+ a.

To present the algorithm and analyze its regret bound, we introduce some
notations. Let Fi(x,u) = ¢(x) + (4Aix,u) — gbt( ), w ( ) be a aj-strongly
convex function defined on the primal variable x w.r.t a norm || - ||, and wa(u)
be a as-strongly convex function defined on the dual variable u w.r.t a norm
I ll4- Correspondingly, let D;(x,z) and D2 (u, v) denote the induced Bregman
distance, respectively. We assume the domains P, Q are bounded and matrices
A; have a bounded norm, i.e.,

< <
max [x||, < Ry, maxfufl; < Ry

maxwi (X) — minws (x) < M,
x€P xeP

| (29)
B < M.
Il?eaé(uﬁ(u) Egg WQ(U) - ?
A, = max u'dx <o
[A¢llp.q llx[lp<1,]lufl <1
Let || - ||p,« and || - ||¢,« denote the dual norms to || - ||, and || - ||4, respectively.

To prove a variational regret bound, we define a gradual variation as follows:

T—1 T—1
EGVrypq = Z IVErs1(xe) — Ve (xo)|2 . + (BT + R3) Z |As — A2,
t=0 t=0
T—-1 N N
+ ) IV () = Vo (w7 .. (30)
t=0

Given above notations, Algorithm 8 shows the detailed steps and Theorem 5
states a min-max bound.
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Algorithm 8 General Prox Method for Online Non-smooth Optimization
with an Explicit Max Structure

1: Input: n > 0,w1(z),w2(v)
2: Initialization: zo = xo = minyep wi(z), vo = up = minyegwa(v) and To(x) =

$o(u) =0
3: fort=1,...,T do
4: Update u; by

~ L
u; = argrréax {uT(At_lxt_l — Voi—1(ui—1)) — 72D2(u7 Vt—l)}
uc

5: Predict x; by

~ L
Xt = arg min {XT(Vthl(thl) + A;r_lutfl) + —lDl(x, zt,l)}
x€EP n

6:  Receive cost function c¢(-) and incur loss ¢t (x¢)
7 Update v+ by

~ L
V¢ = arg max {uT(Atxt — Voi(ug)) — —2D2(u, vt_l)}
ueQ n

8: Update z: by

~ L
z¢ = argmin {x—r (Vé(xt) + A ug) + —lDl(x, zt_l)}
xcP n

9: end for

Theorem 5 Let ¢;(x) = ¢:(x) + maxyeg(Aix,u) — $t(u),t =1,....,T bea
sequence of non-smooth functions. Assume ¢;(x), qg(u) are L = max(Lq, Lo)-
smooth functions and the domain P, Q and Ay satisfy the boundness condition
as in (29). Let w(x) be a ay-strongly convex function w.r.t the norm ||-||,, w(u)
be a ag-strongly convex function w.r.t. the norm || - |4, and o = min(aq, az).
By setting n = min (vM; + Mz/(2\/EGV1,.,4),vVa/(4V0? + L?)) in Algo-

rithm 8, then we have

T T
Ix?eaétz_;Ft(xt’ u) — ;Tlei%;Ft(X,ut)

M,y + M- 2412
<4 M1+M2max<2\/( s 20)[(0 i )’\/WW>-

To facilitate understanding, we break the proof into several Lemmas. The
following Lemma is by analogy with Lemma 2.

Lemma 3 Letf = (X> denote a single vector with a norm ||0|| = | /[x||2 + |lul|2
u

and a dual norm [|0[|. = {/||x[|2, + [[ul|Z,. Let w(0) = wi(x)+w2(u), D(0,() =
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Dy (x,u) + Da(z,v). Then

—VuFi(x¢,us) u; —u
+ 772 (Hvth(Xtaut) - Vth—l(Xt—laut—l)H;*)
+ 7 (Hqut(Xtaut) - qut—l(Xt—laut—l)H;*)
1o

) (Ilx¢ = ZtHi + [Jug — vt\li +[|x¢ — Zt71||;2; + [Jug — Vt71||3) .

Proof The updates of (x;,u;) in Algorithm 8 can be seen as applying the

updates in Lemma 2 with 6, = <ii> in place of x, (; = f’i) in place of z4,

Vi1
convex function with respect to the norm ||#]|. Then applying the results in
Lemma 2 we can complete the proof.

o1 = (Zt1> in place of z. Note that w(f) is a @ = min(ay, as)-strongly

Applying the convexity of F;(x,u) in terms of x and the concavity of F;(x,u)
in terms of u to the result in Lemma 3, we have

n (Fy(x¢,0) = Fi(x,u))

< Di(x,2¢-1) — D1(%x,2¢) + D2(u,vi—1) — Da(u, vy)
+ 07| VE (%) = Va1 (xe-1) + Al ug — A a4 |2,
+ 2| Vér(uy) — Voo (w1) + Ayxy — Ar_1Xi1 12

0%
2
< Di(x,2¢-1) — D1(x,2¢) + D2(u,vi—1) — Da(u,vy)
+ 207 || Ve (xe) — Va1 (1) 5. + 2071 A ue — AL w47,
+ 202V (wy) — Vi (w2, + 202 (| Aixs — Ar_ixi |2,
(0%

2

The following lemma provides tools for proceeding the bound.

«
(e = ze-a 5 + e = zell3) — 5 (e = vees |G + ae = viell3) (31)

(0%
(ke = zea |2 + [lxe — ze|[2) — ) (lhae = v |2 + [Jue — v¢]|?)
Lemma 4
Ve (x¢) = Ver1(xe-1) |50 < 2V (xe) = V-1 (xe)[15, +2L% %6 — x|
p, D, p
Ve (ur) — V@fl(utq)\li,* < 2|V (ur) — V@fl(ut)II?,,* + 2L Juy — gy ||}
[ Aexe = Apaxe-1l7 . < 2RE|| A = Aally o+ 20°[[xe — o[}

A ue — Al a1 |2, < 2R3||Ay — A2, + 203 |ug — gy |12
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Proof We prove the first and the third inequalities. Another two inequalities
can be proved similarly.

Ve (xt) — Vi1 (xe—1) I3 .
<2||VEr(xs) = Vér1(xo) |y . + 2 VE—1(x:) — Vi1 (xe-1)|[5
< 2|V (xe) = V1 (xo)|[7 . + 202 s — x4 [3

where we use the smoothness of ¢;(x).

[Aic = Apaxia s < 20(Ar — Arn)xell} L+ 201 A (xe — xi-1) |13
< 2RI Ar — Ar-i iy g + 207 % — X1l

Lemma 5 For any x € P and u € Q, we have
n (Fr(x¢,u) — Fy(x, uy))
S Dl(xa zt—l) - Dl(xa Zt) + DZ(ua Vt—l) - DQ(ua Vt)

+ 4 (HV@(Xt) — Ve 1(x)|2, + [Voe(ur) — Vo1 (u)|?,
R+ RYIA - A,
(8%
+4070%||xe — 1|2+ 40P LP|1x¢ — x| — §(||Xt — 27+ I — 1 l})
(6%
+4n%0%|uy — wp |2 + 47 L luy — uyq || — §(||ut —villZ + [lue = via2).

Proof The lemma can be proved by combining the results in Lemma 4 and
the inequality in (31).

n (Ft(xtv u) - Ft(xa ut))
S Dl(X, Zt—l) — Dl(X, Zt) + Dg(u, Vt—l) — Dg(ll, Vt)

+ 207 || Ve (xe) — Va1 (1) [ . + 207 | A e — AL w7
+ 20| Vée(ug) = V1 (1) |2 + 207 || A — Apixe—1 |7,

(0% [0
3 (IIx: — Zt—le, + [lx¢ — Zt||;2o) b ([l — Vt—1|\§ + [Juy — Vt||3)

< Di(x,2¢—1) — D1(x,2¢) + Da(u, vi—1) — Da(u, vy)
AP (Ve () = Vera () [} + 407 L e — x|} + 410 e — o
+4n°RY|| Ay — Ay Hi,q + 40 R3[| Ay — At*1||127,q
4 4n? |V () — V(Et_l(ut)ni* + 4 L |luy — wy—q || + 490 ||y — uy_q ||

(6% (6%
) (Il — zt,1|\f, + [|x¢ — Zt||;2)) ) ([, — Vt71|\3 + [Ju — Vt||3)
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< Di(x,24-1) — D1(x,2;) + Da(u,vi—1) — Da(u, vy)

+ 4 (|V<’:}(xt) — Ve (xo)ll} . + IV () — V$t—1(ut)l\§,*

R+ R - Al )
Q
+ 400 ||xe — x|l + 4P L |x — x|} — E(HXt —z|2 + % — ze—1l})
«
+ 400 luy — w7 4 497 L lug — w4 |2 — §(Hut —viell2 4 [lay — veal2).

Proof (of Theorem 5) Taking summation the inequalities in Lemma 5 over ¢ =
1,...,T, applying the inequality in (17) twice and using n < v/a/(4v o2 + L?),
we have

My + My

T T
ZFt(Xta u) - ZFt(X, uy) < 4nEGVrp g + n
t=1 t=1

My + My)(o? + L2
—4 M1+M2max<2\/( 1+ M) (0" + )7\/EGVT,p7¢Z>- (32)

[e%

We complete the proof by using x* = arg mingcp Zthl Fi(x¢,u) and u* =

arg maXyeQ Zthl Fy(x,uy).

As an immediate result of Theorem 5, the following Corollary states a
regret bound for non-smooth optimization with a fixed non-smooth compo-
nent that can be written as a max structure, i.e., ¢;(x) = ¢ (x) + [g(x) =

maxueo (Ax, u) — ¢(u)].

Corollary 5 Let ¢;(x) = ¢(x) + g(x),t = 1,...,T be a sequence of non-
smooth functions, where g(x) = maxueo (Ax, u) — ¢(u), and the gradual vari-
ation EGV ¢ be defined in (19) w.r.t the dual norm ||-||p «. Assume ¢;(x) are L-
smooth functions w.r.t |||, the domain P, Q and A satisfy the boundness condi-
tion as in (29). If we set n = min (v/M; + Mz/(2v/EGVr), Va/(4Vo? + L?))

in Algorithm 8, then we have the following regret bound

Z ce(xt) — xm€17r)1 Z ce(x)

t=1 t=1

My + M) (o2 + L2
< 4+/M; 4+ My max (2\/( 11 202(0 + ),\/EGVT> + Vig,x1.7),

where Xp = ZtT:I x¢/T and V(g,x1.17) = Zthl lg(x:) — g(X1)| measures the
variation in the non-smooth component.

Proof In the case of fixed non-smooth component, the gradual variation de-
fined in (30) reduces the one defined in (19) w.r.t the dual norm || - ||, «. By
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using the bound in (32) and noting that ¢;(x) = maxyeg Fi(x,u) > Fi(x,us),
we have

T
z ( %) + (A, u ) S e(x)
_ t=1
2 2
4/ M + My max (2\/(M1 M)+ L )7\/EGVT> .

«
Therefore
T T
> (6 + o)) < e+
t=1 t=1

2 2
4y/M; + My max <2\/(M1 + Mo)(o® + L ),\/EGVT> .
«

We complete the proof by complementing ¢;(x;) with g(x;) to obtain ¢;(x;)
and moving the additional term ZtT=1(9(§T) — g(x¢)) to the right hand side .

Remark 7 Note that the regret bound in Corollary 5 has an additional term
V(g,x1.7) compared to the regret bound in Corollary 4, which constitutes
a tradeoff between the reduced computational cost in solving a composite
gradient mapping.

To see an application of Theorem 5 to an online non-smooth optimization
with time-varying non-smooth components, let us consider the example of
online classification with hinge loss. At each trial, upon receiving an example
x¢, we need to make a prediction based on the current model wy, i.e., 3y =
w, X;, then we receive the true label of x; denoted by y; € {+1,—1}. The
goal is to minimize the total number of mistakes across the time line Mp =
ZtT:1 I(yry: < 0). Here we are interested in a scenario that the data sequence
(x¢,9¢),t =1,...,T has a small gradual variation in terms of y;x;. To obtain
such a gradual variation based mistake bound, we can apply Algorithm 8.
For the purpose of deriving the mistake bound, we need to make a small
change to Algorithm 8. At the begining of each trial, we first make a prediction
7t = w/ x;, and if we make a mistake I(7;y; < 0) the we proceed to update
the auxiliary primal-dual pair (wj}, 8;) similar to (z, v¢) in Algorithm 8 and
the primal-dual pair (W1, azy1) similar to (X441, us41) in Algorithm 8, which
are given explicitly as follows:

Br = H (Be—1 +1(1 — wiyexy)),  wy = H (Wi_1 + nouyexe)

(0,1] [wll2<R
Qi1 = H (Be +0(1 = weyexy)),  Wigr = H (W} + noyexy).
[0,1] wll2<R

Without loss of generality, we let (x¢,4:),t = 1,..., My denote the examples
that are predicted incorrectly. The F; function is written as Fy(w, o) = a(l —
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y:w, x;). Then for a total sequence of T examples, we have the following bound
by assuming ||x|]z < 1 and n < 1/2v/2

Mp—1

My My . R? + o2
Z Ft(Wt7 OZ) < ZE(th Xt) + n Z (R2 + 1)||yt+1xt+1 — ytxt||§ + T
t=1 t=1 t=0

Since y;w, x; is less than 0 for the incorrectly predicted examples, if we set
« =1 in the above inequality, we have

i R?+1
Mr <Y llyew )+ Y (B2 4+ 1)|lyeriXess —yexe3 + o
t=0

M5 Il5

IN

((yew Tx;) + V2(R? 4 1) max(2, VEGV7y).

~+
Il
—_

which results in a gradual variational mistake bound, where \/EVGr 2 mea-
sures the gradual variation in the incorrectly predicted examples. To end the
discussion, we note that one may find applications of a small gradual variation
of y;x; in time series classification. For instance, if x; represent some medi-
cal measurements of a person and y; indicates whether the person observes a
disease, since the health conditions usually change slowly then it is expected
that the gradual variation of y;x; is small. Similarly, if x; are some sensor
measurements of an equipment and ¥; indicates whether the equipment fails
or not, we would also observe a small gradual variation of the sequence y;x;
during a time period.

4 Variation Bound for Online Bandit Convex Optimization

Online convex optimization becomes more challenging when the learner only
receives partial feedback about the cost functions. One common scenario of
partial feedback is that the learner only receives the cost ¢(x;) at the predicted
point x; but without observing the entire cost function ¢;(x). This setup is
usually referred to as bandit setting, and the related online learning problem
is called online bandit convex optimization.

Before describing our result for bandit setting, we give a quick review of
the literature on online bandit convex optimization. [11] presented a modified
gradient descent approach for online bandit convex optimization that attains
O(T?/*) regret bound. The key idea of their algorithm is to compute the
stochastic approximation of the gradient of cost functions by single point eval-
uation of the cost functions. This regret bound is later improved to O(T2/3) [4,
9] for online bandit linear optimization. More recently, [10] proposed an inef-
ficient algorithm for online bandit linear optimization with the optimal regret
bound O(poly(d)v/T) based on multi-armed bandit algorithm. The key disad-
vantage of [10] is that it is not computationally efficient. Abernethy, Hazan,
and Rakhlin [1] presented an efficient randomized algorithm with an optimal
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regret bound O(poly(d)v/T) that exploits the properties of self-concordant
barrier regularization. For online bandit convex optimization, [2] proposed op-
timal algorithms in a multi-point bandit setting, in which multiple points can
be queried for the cost values. With multiple queries, they show that the mod-
ified online gradient descent algorithm [2] can give an O(v/T) expected regret
bound.
Recently Hazan et al [15] extended the FTRL algorithm to online bandit
linear optimization and obtained a variation-based regret bound in the form of
O(poly(d)\/ VAR log(T) 4 poly(dlog(T))), where VAR is the total variation
of the cost vectors. We continue this line of work by proposing algorithms for
general online bandit convex optimization with a variation-based regret bound.
We present a deterministic algorithm for online bandit convex optimization by
extending Algorithm 4 to a multi-point bandit setting, and prove the variation-
based regret bound, which is optimal when the variation is independent of the
number of trials. In our bandit setting , we assume we are allowed to query d+1
points around the decision point x;. We pose the problem of further reducing
the number of point evaluations to a constant number that is independent of
the dimension as an open problem.

4.1 A Deterministic Algorithm for Online Bandit Convex Optimization

To develop a variation bound for online bandit convex optimization, we fol-
low [2] by considering the multi-point bandit setting, where at each trial the
player is allowed to query the cost functions at multiple points. We propose a
deterministic algorithm to compete against the completely adaptive adversary
that can choose the cost function ¢;(x) with the knowledge of x1,--- ,x;. To
approximate the gradient Veg(x:), we query the cost function to obtain the
cost values at ¢;(x;), and ¢;(x¢+de;),i = 1,--- ,d, where e; is the ith standard
base in R?. Then we compute the estimate of the gradient Ve;(x;) by

—_

d
gi(x EZ ci(xy + 0€;) — cr(xy)) €.

It can be shown that [2], under the smoothness assumption in (8),

lg:(x¢) = Ver(xi)2 < @ (33)

To prove the regret bound, besides the smoothness assumption of the cost
functions, and the boundness assumption about the domain P C B, we further
assume that (i) there exists r < 1 such that 7B C P C B, and (ii) the cost
function themselves are Lipschitz continuous, i.e., there exists a constant G
such that

let(x) — ¢ei(z)] < G||x — 2|2, Vx,2z € P,Vt.
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Algorithm 9 Deterministic Online Bandit Convex Optimization
1: Input: n, o, § >0

2: Initialization: zg = 0 and ¢o(x) =0

3: fort=1,...,T do

4: Compute x; by

. G
x¢ = argmin {ngtfl(xtflw%nxfmflu%}

x€(l—a)P
5: Observe ci(x¢), ct(xt + de;),i=1,--- ,d
6: Update z¢ by
. G
z; = argmin {ngt(xt) + —|lx — zt,1||§}
x€(l—a)P 2n
7: end for

For our purpose, we define another gradual variation of cost functions by
T-1

EGV7 = ; max |ce41(x) — e (x)]- (34)
Unlike the gradual variation defined in (7) that uses the gradient of the cost
functions, the gradual variation in (34) is defined according to the values of
cost functions. The reason why we bound the regret of Algorithm 8 by the
gradual variation defined in (34) by the values of the cost functions rather
than the one defined in (7) by the gradient of the cost functions is that in
the bandit setting, we only have point evaluations of the cost functions. The
following theorem states the regret bound for Algorithm 9.

Theorem 6 Let ¢;(-),t = 1,...,T be a sequence of G-Lipschitz continuous
convex functions, and their gradients are L-Lipschitz continuous. By setting

5 = \/4dmax(‘/§Gv VEGVE) 6 - } and o = 8/r,

1
VaL+ GO+ 1T 1 ad "\ VR JEGYS

we have the following regret bound for Algorithm 9

XT: ce(xt) — miant(x) < 4\/max (\/iG, \/W) d(dL+G/r)T.

xeP
t=1 t=1

Remark 8 Similar to the regret bound in [2](Theorem 9), Algorithm 9 also
gives the optimal regret bound O(\/T ) when the variation is independent of
the number of trials. Our regret bound has a better dependence on d (i.e., d)
compared with the regret bound in [2] (i.e., d?).

Proof Let hy(x) = c4(x) + (g:(x¢) — Ver (x¢)) Tx. It is easy seen that Vhy(x;) =
gt(x¢). Followed by Lemma 2, we have for any z € (1 — a)P,

n”

1
tht(Xt)T(Xt —2) < = ([lz —ze—1]l5 — |z — z13) + ez llge(x¢) — ge—1(x¢—1)I3

-2
1

) (Il — ze_1 5+ [Ix¢ — th%)
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Taking summation over t = 1,...,T, we have,

T T
n T Z0||2 n? 2
A v/ N - — —1(xe
; o Vhi(x) " (xi —2) < §:j oz ll9e(xe) = g (xe-0) 3
N
- Z 5 (It = zeall5 + [ — 22]13)
t=1
Iz = zoll} <~ 7 1
S = ga|\gf x¢) = gi1(xe1)l5 — ;glxt — x5
1 &2 1
< §+ZCT”gt(Xt) gt—1(Xt—1)||§—ZEHXt—Xt—ﬂlg
t=1 t=1
T T
1 2n? 2?2
st Z ?\\Qt(xt) ge(xe-1)|I3 + Z @Hgt(xt—l) — g1 (xe-1)l5
t=1 t=1
T
1
- Z 1||Xt - Xt—1||§
t=1
T Ry [ 2
< 5 5202 Z(Ct(xt +0e;) — cr(x4—1 + 0e;))e; — (co(xe) — ce(x¢—1))es
t=1 ||i=1 2
T || d 2
52G2 Z Z (ct(xt—1 + de;) — cr_1(xe—1 + de;))e; — (ce(xe—1) — cr—1(x¢—1))e;
t=1 |l i=1 2

1
S .
t=1

where the second inequality follows (17). Next, we bound the middle two terms
in R.H.S of the above inequality.

d
Z(ct(xt +0€;) — ci(xe—1 + de;))e; — (cr(xy) — cr(xi—1))e;

2

d
Z lee(x¢ + 0€;) — cp(xp—1 + 5ei)\2 + |ee(xe) — ct(xt_l)\z)

Ad>GP(|xy — %413,
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and

M=
M&

(ce(xi—1 + 0€;) — cr1(X¢—1 + 0€;))e; — (ce(xi—1) — cr—1(X—1))€;

o~
Il

1 {li=1

2

d
Z lce(x¢—1 + 0€;) — coo1(xe—1 + 6€;) > + |er(x¢—1) — com1(Xe— 1)\2)

<

[M]= HMH

t 4d? max s (%) — i1 (%)%

Il
-

Then we have

N
Qls

1 8d2 2 8d2
Vhi(x)T (x; — 2) < M ant X1 + Ui Zmax|0t

2 * 5262 e )f

o
Il

|
="
|

l[x: — Xt—1||§

o~
Il

1

8d2n? T
+ 202 max|ct( ) — i1 (x)?
=1

IN
DN | =

where the last inequality follows that n < §/ (4\/§d). Then by using the con-
vexity of h¢(x) and dividing both sides by 1/G, we have

T
Z — min (1 - a)x) < o ¢ 27?2 EVARS < %dmax (\fG EVAR;)

Following the the proof of Theorem 8 in [2], we have

T T T
Z t(xt) — Z he(x) + th(xt) — he(x¢) — ci(x) + he(x)

t=1 . . t=1 . t=1 t=1

<D helxe) = D ha(x) + D (ge(xe) — Vealxe) T (x = %)
t; t; t=

< Z ht(Xt) — Z ht(x) + \/&L(sT

where the last inequality follows from the following facts:

NZIT)
2

lge(x¢) — Veg(x4)]]l2 <

% — x| <2
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Then we have

T
th(xt) - minZCt((l —a)x) < % max (\@G, \/EVAR%) +VdLsT

P
= )

—
~

By the Lipschitz continuity of ¢;(x), we have

The we get

T
Z cr(x¢) — minz e (x) < 4d max (\/iG, VEVAR%) + 0VdLT + aGT

P
=1 P 0

Plugging the stated values of § and « completes the proof.

5 Conclusions and Discussions

In this paper, we proposed two novel algorithms for online convex optimiza-
tion that bound the regret by the gradual variation of cost functions. The first
algorithm is an improvement of the FTRL algorithm, and the second algo-
rithm is based on the prox method. Both algorithms maintain two sequence
of solution points, a sequence of decision points and a sequence of searching
points, and share the same order of regret bound up to a constant. The prox
method only requires to keep tracking of a single gradient of each cost func-
tion, while the improved FTRL algorithm needs to evaluate the gradient of
each cost function at two points and maintain a sum of up-to-date gradients of
the cost functions. We also extended the prox method to a general framework
that yields a gradual variation bound with the variation defined by a general
norm and also to a multi-point bandit setting. We discuss several special cases,
including online linear optimization, predict with expert advice, online strictly
convex optimization. We also developed a simplified prox method using a com-
posite gradient mapping for non-smooth optimization with a fixed non-smooth
component and a primal-dual prox method for non-smooth optimization with
the non-smooth component written as a max structure.

Finally, it has been brought to our attention that as we prepare the final
version of the present work, Chiang et al. [7] published a paper at the Con-
ference on Learning Theory in 2013, which extends the prox method into a
two-point bandit setting and achieves a similar regret bound in expectation
as that in the full setting, i.e., O (d2\ /EGVr2In T) for smooth convex cost
functions and O (d?In(EGVr 3 +InT)) for smooth and strongly convex cost
functions, where EGVr 3 is the gradual variation defined on the gradients of
the cost functions. We would like to make a thought-provoking comparison
between our regret bound and their regret bound for online bandit convex
optimization with smooth cost functions. First, the gradual variation in our
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bandit setting is defined on the values of the cost functions in contrast to
that defined on the gradients of the cost functions. Second, we query the cost
function d times in contrast to 2 times in their algorithms, and as a tradeoff
our regret bound has a better dependence on the number of dimensions (i.e.,
O(d)) than that (i.e., O(d?)) of their regret bound. Third, our regret bound
has an annoying factor of v/T' in comparison with v/InT in theirs. Therefore,
some open problems are how to achieve a lower order of dependence on d than
d? in the two-point bandit setting, and how to remove the factor of v/T while
keeping a small order of dependence on d in our multi-point bandit setting;
and studying the two different types of gradual variations for bandit settings
is a future work as well.
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Appendix A. Regret Bound which holds uniformly over time

As mentioned in Remark 2, the algorithms presented rely on the previous
knowledge of the gradual variation EGVr 3 to tune the learning rate n to
obtain the optimal bound. In this appendix, we show that the Algorithm 3
can be used as a black-box to achieve the same regret bound but without any
prior knowledge of the EGV 7 5. We note that the analysis here is not specific
to Algorithm 3 and it is general enough to be adapted to other algorithms in
the paper too.

The main idea is to run the algorithm in epochs with a fixed learning
rate np = 1/2% for kth epoch where 7 is a fixed constant and will be de-
cided by analysis. We denote the number of epochs by K and let by denote
the start of kth epoch. We note that bx 1 = T + 1. Within kth epoch, the

br+1—

algorithm ensures that the inequality ny >} ! Verri(ze) — Ve(z) |3 <
LGk_l holds. To this end, the algorithm computes and maintains the quan-
tity Zizbk [Vesi1(zs) — Ves(zs)||3 and sets the beginning of new epoch to be
br+1 = min, Zi:bk |Vesii(zs) — Ves(zs)||3 > L?n; ', ie., the first iteration
for which the invariant is violated. We note that this decision can only be
made after seeing the tth cost function. Therefor, we burn the first iteration
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of each epoch which causes an extra regret of KL? in the total regret. From
the analysis we have:

T T K |brg1—1 brp1—1
Z ce(x¢) — xmelgz c(x) < Z Z ce(xt) — min Z ce(x) (35)
t=1 t=1 k=1 t=by, t=by

KoL
k 2
< — + —EGV _ KL
K
L L
<Y —+-—+K=2L + KL?
1;::1 20, 2% 2

where the first inequality follows the analysis of algorithm for each epoch,
the last inequality follows the invariant maintained within each phase and the
constant K L? is due to burning the first iteration of each epoch We now try
to upper bound the last term. We first note that Zk 1M = kK 11 n712k

ny 2K =y (2K — 1) g2k < pytokHL Furthermore from bg, we know
that NK—1 thbKA |Verrn(ze) — Ver(ze)||3 > L*ngt, since the by is the

first iteration within epoch K — 1 which violates the invariant. Also, from

the monotonicity of gradual variation one can obtain that ng 1EGVro >
b _ . _
NK_1 ZtibK_l Veri1(ze) — Ve(z) |3 > LGKl ; which indicates nKl 1 <

VEGVr /L. Putting these together, from (35) we obtain:

T T 9K +1

th(xt) — xmei%th ) < 2L

=1 =1 "o

+ KIL?* < 8/EGVra + KL%

It remains to bound the number of epochs in terms of EGVr 2. A simple idea
would be to set K to be |logEGVp2]| + 1, since it is the maximum number
of epochs that could exists. Alternatively, we can also bound K in terms of
vEGV7 o which worsen the constant factor in the bound but results in a
bound similar to one obtained by setting optimal 7.

Appendix B. Proof of Lemma 2

By using the definition of Bregman distance D(u,z), we can write equa-
tions (13) and (14) as

x = argrmnu T(v€ — W/ (2) + w(u),
2 = argminu’ (3 ~ ' (z)) + w(u),
by the first oder optimality condition, we have

(u—x)"(v6 —w'(2) +w'(x)) > 0,Yu e U, (36)
(u—2z1)" (¢ ~'(2) +w'(z4)) 2 0,Yu € U. (37)
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Applying (36) with u =z and (37) with u = x, we get
Y(x—24) "€ < (W (2) —w'(%) " (x —24),
Wzy —x)TC < (W (2) — (21)) (25 — ).
Summing up the two inequalities, we have
Y(x—24) (€= () < (W(z4) — W' (%)) (x —24).
Then

AE = Cllllx — 2| = —3(x — 22)T(€ = Q) > (@' (24) — (%) (24 — )
> aflz; — x| (38)

where in the last inequality, we use the strong convexity of w(x).

D(u,2) ~ D(u,2.) = w(zs) — w(z) + (0 - 24) T/ (22) — (u—2) 7o/ (2)
—w(zy) —w(z) + (u-2) W (zy) — (u-23) (@)~ (24 —2) W (2)
—u(zy) —w(z) — (21 —2) W' (2) + (u—2) (W (21) — ' (2))
—w(zy) —w(z) — (24 —2) W' (2) + (u—24) (1€ + o (22) = (2)) — (u—24) ¢
Sw(zs) - w(z) - (24 —2) W (2) — (u—24) 1
—w(zy) —w(z) — (24 —2) w'(2) — (x — 24) 7 +(x —u) 7,

where the inequality follows from (37). We proceed by bounding € as:

e =w(zy) —w(z) — (24 —2) /(2) - (x —24) ¢
=w(z4) —w(z) — (24 —2) W' (2) — (x —24) 'Y(( — &) — (x —24) "¢
=w(z4) —w(z) — (24 —2) W' (2) = (x —24) 'y(( — ¢

+ (24 = %) (46— w'(2) +w'(%) — (24 — %) " (W(x) —(2))
>w(zy) —w(a) — (24 —2) w'(2) — (x —24) "9 =€) — (24 —%) T (W' (x) —
=w(z+) —w(z) — (x —2) W'(2) — (x —24) "9 =€) — (21 — %) (%)
= [w(zy) — w(x) = (24 — %) "w'(x)] + [w(x) —w(z) - (x -

[0
>l — 22 + Sl — 2l = 5k — 2 ¢ — €]

l\.')

(%

25l - i |* + |x - 2*} — EIIC —¢&l2,

where the first inequality follows from (36), the second inequality follows from
the strong convexity of w(x), and the last inequality follows from (38). Com-
bining the above results, we have

2
A(x = w)¢ < D(w,z) = D(wzy) + ¢ = )2 = S{lx— 4| + x — 2I}.

z) W' (2)] — (x —24) "y

€=9
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Appendix C. Proof of Corollary 3

We first have the key inequality in (22): for any z € P

ci(xt) — ci(z) < Dy(2,20-1) — Di(2,2:) — BlIx¢ — 2|7,

1
+ | Ver(xe) — Vthl(thl)”?{t—l ~5 [Ixe — ze—1 |7, + 1% — 2|7, ] -

Taking summation over t = 1,...,T, we have

T T T
th(xt) - th Z Dy(z,21-1) — Di(2,24)) ZﬁHXt ZHht
t=1 t=1 t=1

Ay Cy
T T
+ ; ||VCt(Xt) - VCt—l(Xt—l)H?{;l - ; 9 [th - Zt—1||%1rt + th - ZtHiIt]
St Bt
Next we bound each term individually. First,
T-1
ZAt Di(2,20) — Dr(z,21) + Y (Dis1(2z,2:) — Di(2,2:))
t=1

Note that Di(z,z0) = 3(1 + BG?)||z|3 < (1 4+ BG?) for any z € P, and

(z
Dyiy1(z,2:) — Di(x,2¢) = §||z — z¢||3,, therefore

T
Do A< (14567 £ 2,

t=1

Then

M=
M)~

(A —Cy) < %(1 + BG?) + [fnz —z|lj, — Bllxe — zllit}

t=1 t=1
1 T
<50+ BG?) + Y [Bllz — xll7, + Blix: — zll7, — Bllx: — 2|7, ]
t=1
1 L 1 )
<50+ BG) + Y Bllxe — 247, < S+ BG) + Y I — 2l
t=1 t=1

Noting the updates in (21) and from inequality in (38), we can get

Ix¢ = 2zl 1, < [Ver(xe) = Ve (xe-1)l -2



42 Tianbao Yang et al.

Next, we bound ZtT:1 By.

T 1 T—-1 T
ZBt =3 %041 — zell B,y + 5 Z lIx: — 2%,
t=1 t=0 t 1
1 T-—1 T 1
Z 5 xe1 — 2z, + 5 Z 1% — 2|,
t=1
T-—1 T-—1
1 1 1
> 2> ke —xellE, > 5 Y ke — %13 — <1k —xoll3
4 4 4
t=1 t=0
1 T-1 )
= %1 = xel3,

~+

=0

where the last inequality follows that xg = x; = 0. Therefore,
T
(14 8G) +2)  [[Ver(xi) = Vera(xe-1)]

T T
>_cilxi) = > eiz) <
t=1 t=1 t=1
T-1
1
T Z l[x¢41 — XtH%
t=0

To proceed, we need the following lemma.

N)\)—l

Lemma 6 (Lemma 19 [8])

T Ad 5 T
; IVer(xe) = Vero(xe-1) || g1 < ﬂlﬂ< Zg [Vee(xt) VCt—l(Xt—l)H%)

Thus,
T Ad 5 T
t:zl IVer(xe) = Vera(xi-n)ll s < o ( 12 IVer(xi) = Vera(xi 1)||2>

< 47;1111 (1 + gz [Ver(xt) — Ver(xe—1) + Ver(xi-1) — VCt—l(Xt—l)Hg)

4d ﬂ T ﬂ T
< 7 In (1 t3 ZL2||Xt — x5 + 5 Z [Ver(xe—1) — Vct_1(xt_1)||§>
t=1 t=1
4d T—1 T—-1
<Zm (1 #g 2 Pl =l 5 3 Vet - Vel
t=0
4d —
< 5 In (1 g Z:: 2|l — %13+ BEGVT 2)
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Then,
T T T-1

_1 8d B B
> alx) =) alz) <50+ BG?) + 3 In <1 +5 > LPxi —xi3 + 2EGVT72>
t=1 t=1 t=0

T-1
1
=7 2 lxern = 13

t

i
=

Without loss of generality we assume 8dL? > 1. Next, let us consider two
cases. In the first case, we assume SEGV 1o < 16dL?. Then

T-1
8d
B In (1 + g > L lxin — x5+ SEGVTQ)
t=0

8d PR
<G (1 T3 Z L2||xe41 — %l + 8dL2>
=0
8d T-1
< — 3 ( Z L?||x¢41 — x¢||3 + 16dL2>
8d 0y LPlxess — %413
= — |In16dL? + In L 241
3 ln 6 + ( 16dL2 +
8d 8d 53y Lxip1 — x|} 8d S e — %3
< —In16dL? + = —In16dL? + 2
= pnio B 16dL? 5 nie 1
where the last inequality follows In(1 + x) < x for > 0. Then we get
d <L 8d
2 2
> elxe) Z < 5( +6G)+Fln16dL

t=1 t=1
In the second case, we assume SEGV g > 16dL? > 2, then we have

8d
ﬁ (1 + = ﬂ Z L ||Xt+1 — Xt”Q + ﬁEGVT 2)
t=0

8d T—-1
<ﬁ1 < ZL |Xt+1—Xt||2+5EGVT2>

8d oSy L2 %ot — 3

< — |1 EGV 1 1
3 ln(ﬁ T2) + In ( ,BEGVT’Q +
8d 8d 5 ZT L2 xe1 — %413

- EGVrs) + o2
B In(5 r2) + B BEGVT 2
8d 4dL2 Z th+1 — XtHQ

= —1 EGV
A Tve o

< %1n(ﬁEGVT,2) Zt |XZH =l
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where the last inequality follows BEGV o > 16dL?. Then we get

—_

T T
D elxe) =Y elz) < S(1+BG?) + gln(ﬂEva)
t=1 t=1

[\D

Thus, we complete the proof by combining the two cases.

Next, we prove Lemma 6. We need the following lemma, which can be
proved by using Lemma 6 [14] and noting that |I + Eizl wu!| < (1+
ZZ;I lug||2)?, where | - | denotes the determinant of a matrix.

Lemma 7 Letu, € R4t =1,....T be a sequence of vectors. Let V; = I +
St u,ul. Then,

T T
S w/ Ve < dn (1 +> |ut||%>
t=1 t=1

To prove Lemma 6, We let vi = Vei(x¢),t = 1,...,7 and vg = 0. Then
H, = I+BG*I+p ZT o V-V, . Note that we assume ||Vct( )|l2 < G, therefore

t
H, > I—I—BZVTV >I1+ = Z VTV;r +VT,1VI71)

T=1 T=1

>I+ﬁz V'rl _V'rfl)T:V;S

Let u; = (VB/2)(vi—vi_1), then V; = T+3°'_, u,ul. By applying the above
lemma, we have

T
Z vi—vi1) Vi (Ve — visa) Sdln< §Z||Vt—vt—1|§>
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