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Outline

• Overview & Background

• Algorithmic Foundation 

• Use Cases and Impact
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Advancing Optimization to Make ML/AI 
Faster and Better

Training Faster Testing better

Applications (e.g., drug discovery)

Formulations (objectives)

Optimization (algorithms)

Representations (data, models)

AI is like an Onion
Domains (e.g., medicine)
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Why Training Matters

Example: GPT-3
175 Billion Parameters
45 TB text data
355 GPU Years
$4.6M 

BIG MODEL

Carbon footprint for 'training GPT-3' same as driving to our 
natural satellite and back

https://lambdalabs.com/blog/demystifying-gpt-3/
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Optimization for Machine Learning

min
w

F (w) =
1

n

nX

i=1

`(w, zi)

Empirical Risk Minimization (ERM)



6

SGD: Stochastic Gradient Descent

wt+1 = wt � ⌘tr`(wt, zt)

Conventional: Polynomially Decreasing

Modern: Stagewise Modern: Adaptive
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In the Era of Deep Learning (2012 -)

Stochastic Heavy-ball Method (SHB)

Stochastic Nesterov’s Accelerated Gradient (SNAG)

Adam

wt+1 = wt � ⌘tr`(wt, zt) + �t

Momentum term

Adaptive or Stagewise



Beyond ERM: Deep X-risk Optimization
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What is X-risk?
Compositional measures that involve  Comparison between each data and a set of data 

X-risk

Areas under the Curves

AUROC

AUPRC

Ranking Measures

MAP & NDCG

Contrastive Objectives

One-way Partial AUC

P-norm Push

Self-supervised 

(e.g., SimCLR, CLIP)

Listwise Loss

Performance at the Top
Top Push

Top-K MAP & NDCG

Recall@K

Precision@Recall 

Supervised (e.g., NCA)

Min-Max Opt.

Finite-Sum Coupled 
Compositional Opt.

Bilevel Opt.

Two-way Partial AUC
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Why are SGD/ADAM  NOT Enough?

Challenge: Unbiased Stochastic Gradient is Not Available

Compositional F (w) =
1

n

nX

i=1

f(g(w, zi,S))

A set of Samples



Outline
• Algorithmic Foundation

• Deep AUROC Maximization (Min-max Opt.)

• Deep AUPRC/AP Maximization (Compositional Opt.) 

• Deep Top-K NDCG Maximization (Bilevel Opt.)

• Use Cases

• Medical Image Classification 

• Drug Discovery

• Recommender System
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Deep AUROC Maximization
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Medical Image Diagnosis

Irvin et al. 2019

Wu et al. 2020

Esteva et al. 2017

Challenge: Imbalanced Data

Evaluation Metric:  AUC (ROC)

CheXpert Dataset



Non-parametric Estimator

Positive NegativeModel
14

1/0

[AUC(h) =
1

n+

1

n�

X

xi2S+

X

xj2S�

I(h(xi) > h(xj))



Formulation: Pairwise Surrogate Loss

Larger the difference, Larger the Loss
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• Need to Construct Pairs
• Not Suitable for Online Optimization
• Not Suitable for Distributed Optimization

Limitations

min
w

F (w) =
1

n+

1

n�

X

xi2S+

X

xj2S�

`(h(xj)� h(xi))



Deep AUC Maximization (DAM)
Limitations of Literature on AUROC Maximization 
(1) Linear/Kernelized Models (Convex Analysis) or
(2) Not Scalable to Big Data 

Our Contributions:  
(1) New Formulation based on Min-Max Opt.
(2) First Algorithms and Theories for Non-Convex Min-Max 
(3) Optimal Theory and Practical Algorithm
(4) Federated Learning Algorithms 
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(NeurIPS’19,  ICLR’20, ICML’20, ICCV’21, ICML’21, OMS’21, ICLR’22)



Our Formulation: Min-Max Margin Objective

(ICCV 2021)

17

min
w,a,b

max
↵2⌦

F (w, a, b,↵) = Ez[F (w, a, b,↵; z)]

• No Need to Construct Pairs
• Suitable for Online Optimization 
• Suitable for Distributed Optimization
• Equivalent to pairwise square loss
• Could be more robust by modifying  

Benefits

↵ 2 R
⌦

1 2

3
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Limitations of Square Loss

• Adverse Effect on Easy Data
• Sensitive to Noisy Data

`(h(xj)� h(xi)) = (h(xj) + c� h(xi))
2



Our Formulation: Min-Max Margin Objective

min
w,a,b

max
↵�0

F (w, a, b,↵) := Ez [F (w, a, b,↵; z)] ,
(ICCV 2021)

Idea:

19

(a(w)� b(w)� c)2 max(0, a(w)� b(w)� c)2

Non-Convex Strongly Concave Min-Max Optimization



Algorithm (PESG)

Make Non-Convex Function Convex

Any Suitable Stochastic Alg.
20

min
w

max
↵2⌦

F (w,↵) = Ez[F (w,↵; z)]

For k=1, … K
Step 1: Construct
Step 2: Initialize
Step 3: Solve

Fk(w,↵) = F (w,↵) +
�

2
kw �wk

0k2

↵k
0

(wk,↵k) = A(Fk,w
k
0 ,↵

k
0 , ⌘k, Tk)



Theories

OMS
(2018)

NeurIPS
(2020)

O

✓
1

✏4
+

n

✏2

◆

O

✓
1

✏4

◆
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Goal

krF (w)k  ✏

ICLR (2019)
arXiv (2020) O

✓
1

✏

◆

Complexity

krF (w)k  ✏

F (w)� F⇤  ✏
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(ICLR 2020) Purple and Blue are ours

Convolutional Neural NetworksImage Classification



Deep AUPRC/AP Maximization
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MIT AICures Challenge

Stokes et al. 2020. Cell.
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Evaluation Metric:  AUPRC



Why AUROC Max. is NOT Enough?

Challenge: Highly Imbalanced Data
25



Non-Parametric Estimator: Average Precision
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AP(h) =
1

n+

X

xi2S+

Precision(h(xi))

Precision(h(xi)) =

P
xj2S+

I(h(xj) � h(xi))P
xj2S I(h(xj) � h(xi))

All Examples

Positive Examples



Deep AUPRC Maximization

Limitations of Literature on AUPRC Maximization 
(1) Small Data or
(2) Heuristic (No Convergence)

Our Contributions:  
(1)   New Formulation based on Compositional Opt.
(2)   First Algorithms with Convergence Theory 
(3)   Practical Algorithms and Improved Theory

27(NeurIPS’21,  AISTATS’22, ICML’22)



Our Formulation
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min
w

F (w) =
1

n+

X

xi2S+

f(gi(w))

f(g) = � [g]1
[g]2

[gi(w)]1
[gi(w)]2

Limitations of Existing Methods

• Not Convergent or Not-scalable
• Require Large batch size

P
xj2S+

`(hw(xj)� hw(xi))P
xj2S `(hw(xj)� hw(xi))

Precision

Finite-sum Coupled Compositional Optimization

(NeurIPS 2021)



Key Idea of SOAP
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xi 2 B+ut
i = (1� �)ut�1

i + �ĝi(wt)

Unbiased Biased but 
variance-reduced

Full 
Gradient

Variance-
reduced

rf(gi(wt))

rf(ut
i)rf(ĝi(wt))Naïve 

Mini-batch Vs.

Sampled Positive

at tth iteration



Theories
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Goal krF (w)k  ✏

NeurIPS’21

ICML’22, AISTATS’22

O

✓
1

✏5

◆

O

✓
1

✏4

◆

SGD-style Update

Momentum or 
Adam-style Update

First Algorithm with 
Convergence Guarantee

Improved  Convergence



0.2% Positive

3.5% Positive 2 ~3%  Improvement

33%  Improvement 2.2% Positive 3%  Improvement
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Graph Neural NetworksMolecular Properties Prediction
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Deep top-K NDCG Maximization
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Search Engines

Recommender 
Systems

Social Media

Most Relevant Items on the Top



NDCG
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NDCGq =
1

Zq

nX

i=1

2yi � 1

log2(1 + r(i))

Relevance Score

Ranking positionIdeal Score



Top-K NDCG
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Top-K selector

1

ZK
q

nX

i=1

I(i-th item in top-K positions)
2yi � 1

log2(1 + r(i))

• Finding top-K items require O(nlog n)
• Top-K selector is non-differentiable 

Challenges

f(g)



Deep top-K NDCG Maximization
Limitations of Literature on NDCG Maximization 
(1) Small Data or
(2) Not Applicable to Deep Learning

Our Contributions:  
(1) New Formulation based on Bilevel Optimization
(2) First Algorithms with Convergence Theory 
(3) Practical Algorithms

37

(ICML’22)



Transforming Top-K Selector
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(ICML 2022)

I(hw(xi; q) > �q(w))

The (K+1)-th largest score

�q(w) = argmin
�

K + "

n
�+

1

n

nX

i=1

(hw(xi; q)� �)+

Prediction score



New Formulation
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(ICML 2022)

min
1

|S|
X

(q,xq
i )2S

�(hw(xq
i ; q)� �q(w))f(gq,i(w))

s.t.,�q(w) = argmin
�

Lq(�;w), 8q 2 Q

Bilevel Optimization

Challenges
• Large number of query-item pairs
• Large number of queries/items



Algorithms (SONG/K-SONG)
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For t=1, … T
Step 1: Update       by one-step SGD 
Step 2: Update 
Step 3: Update       by a momentum/Adam-style update 

�t
q

u(t+1)
q,i = �0ĝq,i(wt) + (1� �0)u

(t)
q,i

w



Theories
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Goal krF (w)k  ✏

ICML’22 O

✓
1

✏4

◆
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Learning to 
rank

Movie
Recommendation



Outline
• Algorithmic Foundation

• Deep AUROC Maximization (Min-max Opt.)

• Deep AUPRC/AP Maximization (Compositional Opt.) 

• Deep Top-K NDCG Maximization (Bilevel Opt.)

• Use Cases and Impact

• Medical Image Classification 

• Drug Discovery

• Recommender System
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Stanford CheXpert Competition

Andrew Ng’s Group

150+ Teams Worldwide

44

1st Place
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(ICCV 2021)

Convolutional Neural Networks



Outline
• Algorithmic Foundation

• Deep AUROC Maximization (Min-max Opt.)

• Deep AUPRC/AP Maximization (Compositional Opt.) 

• Deep Top-K NDCG Maximization (Bilevel Opt.)

• Use Cases and Impact

• Medical Image Classification 

• Drug Discovery

• Recommender System
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MIT AICures Challenge
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Collaborating with Prof. 
Shuiwang Ji’s group at TAMU

Evaluation Metric:  AUPRC

1st Place

Stokes et al. 2020. Cell.



Comparison with w/o DAM

AUPRC

AUROC

5% Improvement in AUPRC,  3% Improvement in AUROC

w/o 
DAM
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Outline
• Algorithmic Foundation

• Deep AUROC Maximization (Min-max Opt.)

• Deep AUPRC/AP Maximization (Compositional Opt.) 

• Deep Top-K NDCG Maximization (Bilevel Opt.)

• Use Cases and Impact

• Medical Image Classification 

• Drug Discovery

• Recommender System
49



Movielens: 20 Millions User-Movie Pairs
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Other Use Cases: Optimization for BIG Models

Self-supervised Contrastive Learning

Small batch size Does not hurt Performance

(ICML’22, Collaboration with Google)

1

n

nX

i=1

f(gi(w))
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Deep X Optimization        Non-Convex Optimization 

Representation Learning

End-to-End Training 
(Compositional Training)

(ICLR 2022 Spotlight)

• Pre-training
• Compositional Training

Traditional 
Loss

AUC 
Loss
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libauc.org
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Impact of LibAUC Library



What is Next
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Deep X-risk Optimization

Domains

Applications

Representations

Formulations

OPT
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