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#### Abstract

We give a randomized bi-criteria algorithm for the problem of finding a $k$-dimensional subspace that minimizes the $L_{p}$-error for given points, i.e., $p$-th root of the sum of $p$-th powers of distances to given points, for any $p \geq 1$. Our algorithm runs in time $\tilde{O}\left(m n \cdot k^{3}(k / \epsilon)^{p+1}\right)$ and produces a subset of size $\tilde{O}\left(k^{2}(k / \epsilon)^{p+1}\right)$ from the given points such that, with high probability, the span of these points gives a $(1+\epsilon)$-approximation to the optimal $k$-dimensional subspace. We also show a dimension reduction type of result for this problem where we can efficiently find a subset of size $\tilde{O}\left(k^{p+3}+(k / \epsilon)^{p+2}\right)$ such that, with high probability, their span contains a $k$-dimensional subspace that gives $(1+\epsilon)$ approximation to the optimum. We prove similar results for the corresponding projective clustering problem where we need to find multiple $k$-dimensional subspaces.
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## 1. INTRODUCTION

Low-dimensional representations of massive data sets are often important in data mining, statistics, and clustering. We consider the problem of subspace approximation, i.e.,

[^0]we want to find a $k$-dimensional linear subspace that minimizes the sum of $p$-th powers of distances to given points $a_{1}, a_{2}, \ldots, a_{m} \in \mathbb{R}^{n}$, for $p \geq 1$. We also consider the corresponding projective clustering problem where instead of one $k$-dimensional subspace we want to find $s$ of them such that the p-th root of the sum of of the p-th powers of distances from each $a_{i}$ to its nearest subspace is minimized.

The $p=2$ case for subspace approximation (also known as low-rank matrix approximation) is well studied because a $k$-dimensional subspace that minimizes the sum of squared distances is spanned by the top $k$ right singular vectors of a matrix $A \in \mathbb{R}^{m \times n}$ (with rows $a_{1}, a_{2}, \ldots, a_{m}$ ), and can be computed in time $O\left(\min \left\{m n^{2}, m^{2} n\right\}\right)$ using Singular Value Decomposition (SVD). Some recent work on $p=2$ case $[1$, $2,3,4,5,9,12]$, initiated by a result due to Frieze, Kannan, and Vempala [7], has focused on algorithms for computing a $k$-dimensional subspace that gives $(1+\epsilon)$-approximation to the optimum in time $O(m n \cdot \operatorname{poly}(k, 1 / \epsilon))$, i.e., linear in the number of co-ordinates we store. Most of these algorithms, with the exception of $[1,12]$, depend on subroutines that sample $\operatorname{poly}(k, 1 / \epsilon)$ points from given $a_{1}, a_{2}, \ldots, a_{m}$ with the guarantee that, with high probability, their span contains a $k$-dimensional subspace that gives $(1+\epsilon)$-approximation to the optimum.

When $p \neq 2$ we have neither the luxury of a tool like SVD, nor any simple description of an optimal subspace (such as the span of top few right singular vectors). We show that one can get around this difficulty by generalizing and modifying some of the sampling techniques used in low-rank matrix approximation. Our proofs are of geometric nature though, significantly different from the linear algebraic tools used in low-rank matrix approximation. For a recent review of related work on the subspace approximation problem, including the cases $p=2$ and $p=\infty$ (where we want a subspace that minimizes the maximum distance to the points), we refer the reader to [13].

## 2. OUR RESULTS

We state our problems once again.

## Subspace Approximation Problem:

Given points $a_{1}, a_{2}, \ldots, a_{m} \in \mathbb{R}^{n}$ and $k>0$, we want to find a $k$-dimensional linear subspace $H$ that minimizes the $L_{p}$-error

$$
\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}
$$

We denote an optimal subspace by $H_{k}^{*}$.

## Subspace Projective Clustering:

Given points $a_{1}, a_{2}, \ldots, a_{m} \in \mathbb{R}^{n}$ and $k, s>0$, we want to find $k$-dimensional linear subspaces $H[1], H[2], \ldots, H[s]$ that minimize the error $\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}$, where $H$ denotes $H[1] \cup H[2] \cup \cdots \cup H[s]$. Let $H^{*}[1], \ldots, H^{*}[s]$ denote the optimal subspaces and let $H^{*}$ denote their union $H^{*}[1] \cup \cdots \cup H^{*}[s]$.

We now state our results and relate them to other relevant results:

1. We first obtain a bi-criteria result: a randomized algorithm that runs in $\tilde{O}\left(m n \cdot k^{3}(k / \epsilon)^{p+1}\right)$ time and finds a $\tilde{O}\left(k^{2}(k / \epsilon)^{p+1}\right)$-dimensional subspace whose error is, with a probability of at least $1 / 2$, at most $(1+\epsilon)$ times the error of an optimal $k$-dimensional subspace, (Note: We use the notation $\tilde{O}(\cdot)$ to hide small polylog $(k, 1 / \epsilon)$ factors for the convenience of readers.) We obtain our results in several steps, using techniques that we believe are of interest:
(a) In Section 3, we prove that the span of $k$ points picked using volume sampling has expected error $(k+1)$ times the optimum. Since we do not know how to do volume sampling exactly in an efficient manner, Section 3.2 describes an efficient procedure to implement volume sampling approximately with a weaker multiplicative guarantee of $k!\cdot(k+1)$.
(b) In Section 4, we show how sampling points proportional to their lengths (or distances from the span of current sample) can be used to find a $\tilde{O}\left(k(k / \epsilon)^{p+1}\right)$-dimensional subspace that gives an additive $\epsilon\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{1 / p}$ approximation to an optimal $k$-dimensional subspace.
(c) We call this method of picking new points with probabilities proportional to their distances from the span of current sample as adaptive sampling. In Section 5, we show that if we start with an initial subspace $V$, then using adaptive sampling we can find $\tilde{O}\left(k(k / \epsilon)^{p+1}\right)$ additional points so that the span of $V$ with these additional points gives an additive $\epsilon\left(\sum_{i=1}^{m} d\left(a_{i}, V\right)^{p}\right)^{1 / p}$ approximation to an optimal $k$-dimensional subspace. Moreover, using $t$ rounds of this procedure, this additive error is brought down to $\epsilon^{t}\left(\sum_{i=1}^{m} d\left(a_{i}, V\right)^{p}\right)^{1 / p}$. The ideas used in this section are adaptations of previous work for the $p=2$ case.
(d) Using $O(k \log k)$ rounds of the above procedure on the initial subspace $V$ obtained by approximate volume sampling (from Procedure 1 above), we get our bi-criteria result.
2. Our next result is a dimension reduction for the subspace approximation problem: We describe an algorithm that runs in $m n \cdot \operatorname{poly}\left(\frac{k}{\epsilon}\right)$ time and returns a subspace $C$ of dimension $\tilde{O}\left(k^{p+3}+(k / \epsilon)^{p+2}\right)$ that, with probability at least $1 / 2$, is guaranteed to contain a $k$-subspace whose error is at most $(1+\epsilon) H_{k}^{*}$, for any $\epsilon>0$. This kind of result was known for the case $p=2$,
but not for the case $p=1$. (For the special case $k=1$, it was implicit in [13]; however, that approach does not generalize to larger $k$.) Its importance is precisely in its being a dimension reduction result - algorithms developed for the subspace approximation problem in low or 'fixed' dimension, which were designed to optimize the dependence on the number of points but not the dimension, can be plugged in to obtain algorithms with very good dependence on the dimension. Approximation algorithms for the $k$-subspace approximation problem in fixed dimension are near linear in the number of points but exponential in the dimension [8] - plugging these in yields algorithms whose running time is comparable to but not significantly better than the $O\left(m n 2^{\mathrm{poly}(k / \epsilon)}\right)$ algorithm of [13] for $p=1$. Note that the dimension reduction can be seen as reducing to a constrained instance of the problem in $\operatorname{dim}(C)+1$ dimensions.

The result is obtained by first using the previous bicriteria result to obtain a subspace $V$ of dimension $\tilde{O}\left(k^{p+3}\right)$ that gives a 2 -approximation to the optimal $k$ dimensional subspace. Assuming without loss of generality that $V$ has dimension at least $k$, the algorithm of Section 6 uses adaptive sampling to pick $\tilde{O}\left((k / \epsilon)^{p+2}\right)$ points so that the span of $V$ with these new points contains a $k$-dimensional subspace that gives a $(1+\epsilon)$ approximation to the optimum.
The algorithm of [13], that runs in $O\left(m n 2^{\text {poly }(k / \epsilon)}\right)$ time for $p=1$ and returns with probability at least $1 / 2$ a nearly optimal k-subspace, works by first finding a line $\ell$ that lies in a nearly optimal k-subspace, then a 2-subspace $B$ that lies in a nearly optimal k-subspace, and so on till it finds a nearly optimal $k$-subspace. The authors of [13] show that the span of a sample $A_{1}$ of $O(\operatorname{poly}(k / \epsilon))$ points contains with high probability such a line $\ell$, provided the input points are sampled in proportion to the norms. However, the algorithm needs $\ell$ and not just $A_{1}$ - this is because the next stage for finding $B$ needs to sample based on distances from $\ell$. So they guess $\ell$, but the guess works with a probability that is only inversely proportional to $2^{\text {poly }(k / \epsilon)}$. This is why their sampling technique is inadequate for obtaining our dimension reduction result.

We now illustrate how we harness the power of adaptive sampling. Consider the case when $k=1$, and let $\ell$ denote the optimal solution, and $V$ a subspace of small dimension whose error is within a constant factor of that of $\ell$. Let $\hat{\ell}$ denote the projection of $\ell$ onto $V$ - this can be viewed as $V$ 's proxy for $\ell$. It can be seen that the error of $\hat{\ell}$ is within a constant factor of that of $\ell$. But suppose that $\hat{\ell}$ is not quite good enough, that is, the error of $\hat{\ell}$ is at least $(1+\epsilon)$ times that of $\ell$. We would like an input point $a$ that is a witness to this - it must satisfy $d(a, \hat{\ell})>(1+\epsilon / 2) d(a, \hat{\ell})$. Such a point would enlarge $V$ so that the resulting subspace is closer to $\ell$ than $V$. How can we find a witness given that we know only $V$ and not $\ell$ or $\hat{\ell}$ ? The observation is that adaptive sampling, that is, sampling according to distances from $V$, yields a witness with probability $\Omega(\epsilon)$. It is via this observation that we combine adaptive sampling with the analysis techniques in [13] to get our dimension reduction result.
3. The usefulness of the adaptive sampling approach and the flexibility of our analysis are perhaps best demonstrated by our result for dimension reduction for projective clustering. In Section 7, we describe a randomized algorithm that runs in $O\left(m n \cdot \operatorname{poly}\left(\frac{k s}{\epsilon}\right)\right)$ time and returns a subspace spanned by poly $\left(\frac{k s}{\epsilon}\right)$ points that is guaranteed, with probability at least $1 / 2$, to contain $s k$-subspaces whose union is a $(1+\epsilon)$-approximation to the optimum $H^{*}$. To our knowledge, such a dimension reduction result is not known for the projective clustering problem for any $p$, including the cases $p=2$ and $p=\infty$. Previous results for the cases $p=1,2, \infty[10,4,13]$ only showed the existence of such a subspace spanned by poly $\left(\frac{\mathrm{ks}}{\epsilon}\right)$ points - the algorithm for finding the subspace enumerated all subsets of poly $\left(\frac{k s}{\epsilon}\right)$ points. Our dimension reduction result, combined with the recent fixed-dimensional result of [6], yields an $O\left(m n \cdot \operatorname{poly}\left(\frac{s}{\epsilon}\right)+m(\log m)^{f(s / \epsilon)}\right)$ time algorithm for the projective clustering problem with $k=1$. For lack of space, we do not elaborate on this application to the $k=1$ case here.

## 3. VOLUME SAMPLING

In this section, we show how to find a $k$-subset of the given points such that their span gives a crude but reasonable approximation to the optimal $k$-dimensional subspace $H_{k}^{*}$ that minimizes the sum of $p$-th powers of distances to the given points.

For any subset $S \subseteq[m]$, we define $H_{S}$ to be the linear subspace, $\operatorname{span}\left(\left\{a_{i}: i \in S\right\}\right)$, and $\Delta_{S}$ to be the simplex, Conv $\left(\{\overline{0}\} \cup\left\{a_{i}: i \in S\right\}\right)$. By volume sampling $k$-subsets of $[m]$, we mean sampling from the following probability distribution:

$$
\operatorname{Pr}(\text { picking } S)=P_{S}=\frac{\operatorname{vol}\left(\Delta_{S}\right)^{p}}{\sum_{T,|T|=k} \operatorname{vol}\left(\Delta_{T}\right)^{p}}
$$

## 3.1 $(k+1)$-approximation using $k$ points

Theorem 1. For any $a_{1}, a_{2}, \ldots, a_{m} \in \mathbb{R}^{n}$, if we pick $a$ random $k$-subset $S \subseteq[m]$ by volume sampling then

$$
\mathbb{E}_{S}\left[\sum_{i=1}^{m} d\left(a_{i}, H_{S}\right)^{p}\right] \leq(k+1)^{p} \sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}
$$

Proof.

$$
\begin{align*}
& \mathbb{E}_{S}\left[\sum_{i=1}^{m} d\left(a_{i}, H_{S}\right)^{p}\right] \\
& =\sum_{S,|S|=k} \frac{\operatorname{vol}\left(\Delta_{S}\right)^{p}}{\sum_{T,|T|=k} \operatorname{vol}\left(\Delta_{T}\right)^{p}} \sum_{i=1}^{m} d\left(a_{i}, H_{S}\right)^{p} \\
& =\frac{(k+1)^{p+1} \sum_{S,|S|=k+1} \operatorname{vol}\left(\Delta_{S}\right)^{p}}{\sum_{T,|T|=k} \operatorname{vol}\left(\Delta_{T}\right)^{p}} \tag{1}
\end{align*}
$$

For any $(k+1)$-subset $S$, let $V_{S}$ denote an arbitrary but fixed $k$-dimensional linear subspace of $H_{S}$ containing the projection of $H_{k}^{*}$ on to $H_{S}$. Now for any $(k+1)$-subset $S$, Lemma 2 gives

$$
\operatorname{vol}\left(\Delta_{S}\right) \leq \frac{1}{(k+1)} \sum_{i \in S} d\left(a_{i}, V_{S}\right) \operatorname{vol}\left(\Delta_{S \backslash\{i\}}\right)
$$

Hence, taking $p$-th power we have

$$
\begin{aligned}
& \operatorname{vol}\left(\Delta_{S}\right)^{p} \\
& \leq \frac{1}{(k+1)^{p}}\left(\sum_{i \in S} d\left(a_{i}, V_{S}\right) \operatorname{vol}\left(\Delta_{S \backslash\{i\}}\right)\right)^{p} \\
& \leq \frac{1}{(k+1)^{p}}(k+1)^{p-1} \sum_{i \in S} d\left(a_{i}, V_{S}\right)^{p} \operatorname{vol}\left(\Delta_{S \backslash\{i\}}\right)^{p} \\
& \quad \quad \quad \text { by Hölder's inequality) } \\
& \leq \frac{1}{(k+1)} \sum_{i \in S} d\left(a_{i}, V_{S}\right)^{p} \operatorname{vol}\left(\Delta_{S \backslash\{i\}}\right)^{p}
\end{aligned}
$$

Summing up over all subsets $S$ of size $(k+1)$ we get

$$
\begin{align*}
& \sum_{S,|S|=k+1} \operatorname{vol}\left(\Delta_{S}\right)^{p} \\
\leq & \frac{1}{(k+1)} \sum_{i=1}^{m} \sum_{T,|T|=k} d\left(a_{i}, V_{T \cup\{i\}}\right)^{p} \operatorname{vol}\left(\Delta_{T}\right)^{p} \\
\leq & \frac{1}{(k+1)} \sum_{i=1}^{m} \sum_{T,|T|=k} d\left(a_{i}, H_{k}^{*}\right)^{p} \operatorname{vol}\left(\Delta_{T}\right)^{p} \\
= & \frac{1}{(k+1)}\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}\right)\left(\sum_{T,|T|=k} \operatorname{vol}\left(\Delta_{T}\right)^{p}\right), \tag{2}
\end{align*}
$$

where in the second inequality, the fact that $d\left(a_{i}, V_{T \cup\{i\}}\right) \leq$ $d\left(a_{i}, H_{k}^{*}\right)$ is because $a_{i} \in H_{T \cup\{i\}}$ and $V_{T \cup\{i\}}$ contains the projection of $H_{k}^{*}$ on to $H_{T \cup\{i\}}$. Finally, combining equations (1) and (2) we get

$$
\mathbb{E}_{S}\left[\sum_{i=1}^{m} d\left(a_{i}, H_{S}\right)^{p}\right] \leq(k+1)^{p} \sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}
$$

Lemma 2. Let $S \subseteq[m]$ be a $(k+1)$-subset and $V$ be any $k$-dimensional linear subspace of $H_{S}$. Then

$$
\operatorname{vol}\left(\Delta_{S}\right) \leq \frac{1}{(k+1)} \sum_{i \in S} d\left(a_{i}, V\right) \operatorname{vol}\left(\Delta_{S \backslash\{i\}}\right)
$$

Proof. W.l.o.g. we can identify $H_{S}$ with $\mathbb{R}^{k+1}$ and the subspace $V$ with $\operatorname{span}\left(\left\{e_{2}, e_{3}, \ldots, e_{k+1}\right\}\right)$, where the vectors $\left\{e_{1}, e_{2}, \ldots, e_{k+1}\right\}$ form an orthonormal basis of $\mathbb{R}^{k+1}$. Let $A_{S} \in \mathbb{R}^{(k+1) \times(k+1)}$ be a matrix with rows $\left\{a_{i}: i \in S\right\}$ written in the above basis, and let $C_{i j}$ denote its submatrix obtained by removing row $i$ and column $j$. For any $k$-subset $T \subseteq S$, let $\Delta_{T}^{\prime}$ be the projection of $\Delta_{T}$ onto $V$. Then

$$
\begin{aligned}
\operatorname{vol}\left(\Delta_{S}\right) & =\frac{1}{(k+1)!}\left|\operatorname{det}\left(A_{S}\right)\right| \\
& =\frac{1}{(k+1)!}\left|\sum_{i \in S}(-1)^{i+1}\left(A_{S}\right)_{i 1} \operatorname{det}\left(C_{i 1}\right)\right| \\
& \leq \frac{1}{(k+1)} \sum_{i \in S}\left|\left(A_{S}\right)_{i 1}\right| \cdot \frac{1}{k!}\left|\operatorname{det}\left(C_{i 1}\right)\right| \\
& =\frac{1}{(k+1)} \sum_{i \in S} d\left(a_{i}, V\right) \operatorname{vol}\left(\Delta_{S \backslash\{i\}}^{\prime}\right) \\
& \leq \frac{1}{(k+1)} \sum_{i \in S} d\left(a_{i}, V\right) \operatorname{vol}\left(\Delta_{S \backslash\{i\}}\right)
\end{aligned}
$$

since $\operatorname{vol}\left(\Delta_{S \backslash\{i\}}^{\prime}\right) \leq \operatorname{vol}\left(\Delta_{S \backslash\{i\}}\right)$.

### 3.2 Approximate Volume Sampling

Here we describe a simple iterative procedure to do volume sampling approximately.

## Approximate Volume Sampling <br> 1. Initialize $S=\emptyset$. While $|S|<k$ do:

(a) Pick a point from the following distribution:

$$
\operatorname{Pr}\left(\text { picking } a_{i}\right) \propto d\left(a_{i}, H_{S}\right)^{p} .
$$

(b) $S=S \cup\{i\}$.
2. Output the $k$-subset $S$.

Theorem 3. Let $\tilde{P}_{S}$ denote the probability with which the above procedure picks a $k$-subset $S$. Then

$$
\tilde{P}_{S} \leq(k!)^{p} \cdot P_{S}
$$

where $P_{S}$ is the true volume sampling probability of $S$. Thus,

$$
\mathbb{E}_{S}\left[\sum_{i=1}^{m} d\left(a_{i}, H_{S}\right)^{p}\right] \leq(k!)^{p} \cdot(k+1)^{p} \sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}
$$

where the expectation is over the distribution $\tilde{P}_{S}$. This implies that
$\mathbb{E}_{S}\left[\left(\sum_{i=1}^{m} d\left(a_{i}, H_{S}\right)^{p}\right)^{\frac{1}{p}}\right] \leq k!\cdot(k+1)\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}\right)^{\frac{1}{p}}$
Proof. W.l.o.g., let $S=\{1,2, \ldots, k\}$, and let $\Pi_{k}$ be the set of all permutations of $\{1,2, \ldots, k\}$. For any $\tau \in \Pi_{k}$, we also use $H_{\tau}^{(j)}$ to denote $\operatorname{span}\left(\left\{A^{(\tau(1))}, A^{(\tau(2))}, \ldots, A^{(\tau(j))}\right\}\right)$.

$$
\begin{aligned}
& \tilde{P}_{S} \\
& =\sum_{\tau \in \Pi_{k}} \frac{\left\|a_{\tau(1)}\right\|^{p}}{\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}} \frac{d\left(a_{\tau(2)}, H_{\tau}^{1}\right)^{p}}{\sum_{i=1}^{m} d\left(a_{i}, H_{\tau}^{1}\right)^{p}} \cdots \frac{d\left(a_{\tau(k)}, H_{\tau}^{k-1}\right)^{p}}{\sum_{i=1}^{m} d\left(a_{i}, H_{\tau}^{k-1}\right)^{p}} \\
& \leq\left|\Pi_{k}\right| \frac{(k!)^{p} \operatorname{vol}(\Delta)^{p}}{\sum_{i=1}^{m}\left\|a_{i}\right\|^{p} \cdot \sum_{i=1}^{m} d\left(a_{i}, H_{1}^{*}\right)^{p} \cdots \sum_{i=1}^{m} d\left(a_{i}, H_{k-1}^{*}\right)^{p}} \\
& =P_{S} \cdot \frac{(k!)^{p+1} \sum_{S,|S|=k} \operatorname{vol}(\Delta)^{p}}{\sum_{i=1}^{m}\left\|a_{i}\right\|^{p} \cdot \sum_{i=1}^{m} d\left(a_{i}, H_{1}^{*}\right)^{p} \cdots \sum_{i=1}^{m} d\left(a_{i}, H_{k-1}^{*}\right)^{p}} .
\end{aligned}
$$

Therefore,

$$
\frac{\tilde{P}_{S}}{P_{S}} \leq \frac{(k!)^{p+1} \sum_{S,|S|=k} \operatorname{vol}\left(\Delta_{S}\right)^{p}}{\sum_{i=1}^{m}\left\|a_{i}\right\|^{p} \cdot \sum_{i=1}^{m} d\left(a_{i}, H_{1}^{*}\right)^{p} \cdots \sum_{i=1}^{m} d\left(a_{i}, H_{k-1}^{*}\right)^{p}}
$$

Now we claim the following, which completes the proof.
Claim:

$$
\frac{k!\sum_{S,|S|=k} \operatorname{vol}\left(\Delta_{S}\right)^{p}}{\sum_{i=1}^{m}\left\|a_{i}\right\|^{p} \cdot \sum_{i=1}^{m} d\left(a_{i}, H_{1}^{*}\right)^{p} \cdots \sum_{i=1}^{m} d\left(a_{i}, H_{k-1}^{*}\right)^{p}} \leq 1
$$

Now we will prove the above claim using induction on $k$. The $k=1$ case is obvious. For $k>1$, we can proceed as for
equation (2) (replacing $k+1$ with $k$ ) to get

$$
\begin{aligned}
& \frac{k!\sum_{S,|S|=k} \operatorname{vol}\left(\Delta_{S}\right)^{p}}{\sum_{i=1}^{m}\left\|a_{i}\right\|^{p} \cdot \sum_{i=1}^{m} d\left(a_{i}, H_{1}^{*}\right)^{p} \cdots \sum_{i=1}^{m} d\left(a_{i}, H_{k-1}^{*}\right)^{p}} \\
& \leq \frac{(k-1)!\left(\sum_{T,|T|=k-1} \operatorname{vol}\left(\Delta_{T}\right)^{p}\right)\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k-1}^{*}\right)^{p}\right)}{\sum_{i=1}^{m}\left\|a_{i}\right\|^{p} \cdot \sum_{i=1}^{m} d\left(a_{i}, H_{1}^{*}\right)^{p} \cdots \sum_{i=1}^{m} d\left(a_{i}, H_{k-1}^{*}\right)^{p}} \\
& \leq \frac{(k-1)!\sum_{T,|T|=k-1} \operatorname{vol}\left(\Delta_{T}\right)^{p}}{\sum_{i=1}^{m}\left\|a_{i}\right\|^{p} \cdot \sum_{i=1}^{m} d\left(a_{i}, H_{1}^{*}\right)^{p} \cdots \sum_{i=1}^{m} d\left(a_{i}, H_{k-2}^{*}\right)^{p}} \\
& \leq 1,
\end{aligned}
$$

by induction hypothesis for the $(k-1)$ case.

## 4. ADDITIVE APPROXIMATION

We prove bounds on the subspaces that we find in terms of any $k$-subspace $H$ of $\mathbb{R}^{n}$, which therefore, also hold for the optimal subspace $H_{k}^{*}$.

### 4.1 Finding a close line

Given any $k$-dimensional subspace $H$ and a line $l$, we define $H_{l}$ as follows. If $l$ is not orthogonal to $H$, then its projection onto $H$ is a line, say $l^{\prime}$. Let $H^{\prime}$ be the $(k-1)$ dimensional subspace of $H$ that is orthogonal to $l^{\prime}$. Then we define $H_{l}=\operatorname{span}\left(H^{\prime} \cup l\right)$. In short, $H_{l}$ is a rotation of $H$ so as to contain line $l$. In case when $l$ is orthogonal to $H$, we define $H_{l}=\operatorname{span}\left(H^{\prime} \cup l\right)$, where $H^{\prime}$ is any $(k-1)$-dimensional subspace of $H$.

Lemma 4. Let $S$ be a sample of $O\left((2 k / \epsilon)^{p}(k / \epsilon) \log (k / \epsilon)\right)$ i.i.d. points from $a_{1}, a_{2}, \ldots, a_{m}$ using the following distribution:

$$
\operatorname{Pr}\left(\text { picking } a_{i}\right) \propto\left\|a_{i}\right\|^{p}
$$

then, with probability at least $1-(\epsilon / k)^{k / \epsilon}, H_{S}$ contains a line l such that
$\left(\sum_{i=1}^{m} d\left(a_{i}, H_{l}\right)^{p}\right)^{\frac{1}{p}} \leq\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}+\frac{\epsilon}{k}\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{\frac{1}{p}}$, where $H_{l}$ is defined as above.
Remark: It means that there exists a $k$-dimensional subspace $H_{l}$, within an additive error of the optimal, that intersects $H_{S}$ in at least one dimension.

Proof. Let $l_{1}$ be the line spanned by the first point in our sample, and let $\theta_{1}$ be its angle with $H$. In general, let $l_{j}$ be the line in the span of the first $j$ sample points that makes the smallest angle with $H$, and let $\theta_{j}$ denote this smallest angle.

Consider the $(j+1)$-th sample point for some $j \geq 1$, and assume that

$$
\begin{align*}
\left(\sum_{i=1}^{m} d\left(a_{i}, H_{l_{j}}\right)^{p}\right)^{\frac{1}{p}}> & \left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}} \\
& +\frac{\epsilon}{k}\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{\frac{1}{p}} . \tag{3}
\end{align*}
$$

Define $\mathrm{BAD}=\left\{i \quad: \quad d\left(a_{i}, H_{l_{j}}\right)>\left(1+\frac{\epsilon}{2 k}\right) d\left(a_{i}, H\right)\right.$ and $\mathrm{GOOD}=[m] \backslash \mathrm{BAD}$. We claim that

$$
\begin{equation*}
\sum_{i \in B A D}\left\|a_{i}\right\|^{p}>\left(\frac{\epsilon}{2 k}\right)^{p} \sum_{i=1}^{m}\left\|a_{i}\right\|^{p} \tag{4}
\end{equation*}
$$

Because, otherwise, using Minkowski's inequality, the triangle inequality for the $L_{p}$ norm,

$$
\begin{aligned}
& \left(\sum_{i=1}^{m} d\left(a_{i}, H_{l_{j}}\right)^{p}\right)^{1 / p} \\
& \leq\left(\sum_{i \in \mathrm{GOOD}} d\left(a_{i}, H_{l_{j}}\right)^{p}\right)^{1 / p}+\left(\sum_{i \in \mathrm{BAD}} d\left(a_{i}, H_{l_{j}}\right)^{p}\right)^{1 / p} \\
& \leq\left(1+\frac{\epsilon}{2 k}\right)\left(\sum_{i \in \mathrm{GOOD}} d\left(a_{i}, H\right)^{p}\right)^{1 / p}+\left(\sum_{i \in \mathrm{BAD}}\left\|a_{i}\right\|^{p}\right)^{1 / p} \\
& \leq\left(1+\frac{\epsilon}{2 k}\right)\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{1 / p}+\frac{\epsilon}{2 k}\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{1 / p} \\
& \leq\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{1 / p}+\frac{\epsilon}{k}\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{1 / p},
\end{aligned}
$$

contradicting our assumption about $H_{l_{j}}$ as in equation (3).
Inequality (4) implies that with probability at least $(\epsilon / 2 k)^{p}$ we pick as our $(j+1)$-th point $a_{i}$ with $i \in \operatorname{BAD}$ and by definition

$$
d\left(a_{i}, H_{l_{j}}\right) \geq\left(1+\frac{\epsilon}{2 k}\right) d\left(a_{i}, H\right)
$$

Now, by Lemma 12, there exists a line $l^{\prime}$ in $\operatorname{span}\left(\left\{a_{i}\right\} \cup l_{j}\right)$ such that the sine of the angle that $l^{\prime}$ makes with $H$ is at most $(1-\epsilon / 4 k) \sin \theta_{j}$. This implies that

$$
\sin \theta_{j+1} \leq\left(1-\frac{\epsilon}{4 k}\right) \sin \theta_{j}
$$

Let us call the $(j+1)$-th sample a success if either (a) the inequality (3) fails to hold, or (b) the inequality (3) holds but $\sin \theta_{j+1} \leq(1-\epsilon / 4 k) \sin \theta_{j}$. We conclude that the probability that the $(j+1)$-th sample is a success is at least $(\epsilon / 2 k)^{p}$.

Let $N$ denote the number of times our algorithm samples, and suppose that there are $\Omega((k / \epsilon) \log (k / \epsilon))$ successes among the samples $2, \ldots, N$. If inequality (3) fails to hold for some $1 \leq j \leq N-1$, then $H_{S}$ contains a line, namely $l_{j}$, that satisfies the inequality claimed in the Lemma. Let us assume that the inequality (3) holds for every $1 \leq j \leq N-1$. Clearly, we have $\sin \theta_{j+1} \leq \sin \theta_{j}$ for each $1 \leq j \leq N-1$ and furthermore we have $\sin \theta_{j+1} \leq(1-\epsilon / 4 k) \sin \theta_{j}$ if the $(j+1)$-th sample is a success. Therefore

$$
\sin \theta_{N} \leq\left(1-\frac{\epsilon}{4 k}\right)^{\Omega((k / \epsilon) \log (k / \epsilon))} \sin \theta_{0} \leq \frac{\epsilon}{k} .
$$

Now using Minkowski's inequality we have

$$
\begin{aligned}
& \left(\sum_{i=1}^{m} d\left(a_{i}, H_{l_{N}}\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}+\left(\sum_{i=1}^{m} d\left(\bar{a}_{i}, a_{i}^{\prime}\right)^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

where $\bar{a}_{i}$ is the projection of $a_{i}$ onto $H$, and $a_{i}^{\prime}$ is the projection of $\bar{a}_{i}$ onto $H_{l_{N}}$. But $d\left(\bar{a}_{i}, a_{i}^{\prime}\right) \leq \sin \theta_{N}\left\|a_{i}\right\|$, which
implies

$$
\begin{aligned}
& \left(\sum_{i=1}^{m} d\left(a_{i}, H_{l_{N}}\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}+\frac{\epsilon}{k}\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{\frac{1}{p}} .
\end{aligned}
$$

Thus $H_{S}$ contains the line $l_{N}$ that satisfies the inequality claimed in the Lemma.

Our algorithm samples $O\left((2 k / \epsilon)^{p}(k / \epsilon) \log (k / \epsilon)\right)$ times, and the probability that a sample is a success is at least $(\epsilon / 2 k)^{p}$. Using the Chernoff inequality with some care, we conclude that with a probability of at least $1-(\epsilon / k)^{k / \epsilon}$, there are at least $\Omega((k / \epsilon) \log (k / \epsilon))$ successes among the samples $2, \ldots, N$. This completes the proof.

### 4.2 From line to subspace

## Additive Approximation <br> Input: $a_{1}, a_{2}, \ldots, a_{m} \in \mathbb{R}^{n}, k \geq 0$. <br> Output: a subset $S \subseteq[m]$ of $\tilde{O}\left(k \cdot(k / \epsilon)^{p+1}\right)$ points.

1. Repeat the following $O(k \log k)$ times and pick the best sample $S$ amongst all that minimizes $\sum_{i=1}^{m} d\left(a_{i}, H_{S}\right)^{p}$.
2. Initialize $S=S_{0}=\emptyset, \delta=\epsilon / \log k$. For $t=1$ to $k$ do:
(a) $\begin{array}{llrl}\text { Pick } & \text { a } & \text { sample } & S_{t} \\ O\left((2 k / \delta)^{p}(k / \delta) \log (k / \delta)\right) & \text { points } & \text { from }\end{array}, ~$ the following distribution:

$$
\operatorname{Pr}\left(\text { picking } a_{i}\right) \propto d\left(a_{i}, H_{S}\right)^{p} .
$$

(b) $S \leftarrow S \cup S_{t}$.

Theorem 5. The above algorithm returns a subset $S \subseteq$ [ $m$ ] of $O\left(k \cdot(2 k / \delta)^{p}(k / \delta) \log (k / \delta)\right)$ points such that

$$
\left(\sum_{i=1}^{m} d\left(a_{i}, H_{S}\right)^{p}\right)^{\frac{1}{p}} \leq\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}+\epsilon\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{\frac{1}{p}} .
$$

with probability at least $1-1 / k$.
Proof. For a start, let us only look at step 2. From Lemma 4, we know that there exists a $k$-dimensional subspace $F_{1}$ such that $\operatorname{dim}\left(F_{1} \cap H_{S_{1}}\right) \geq 1$ and

$$
\left(\sum_{i=1}^{m} d\left(a_{i}, F_{1}\right)^{p}\right)^{\frac{1}{p}} \leq\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}+\frac{\delta}{k}\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{\frac{1}{p}},
$$

with probability at least

$$
1-\left(\frac{\delta}{k}\right)^{k / \delta}
$$

Let $\pi_{1}$ be the orthogonal projection onto $\left(H_{S_{1}}\right)^{\perp}$. Consider a new set of points $\pi_{1}\left(a_{i}\right)$ and a new subspace $\pi_{1}\left(F_{1}\right)$ of dimension $j \leq k-1$. Using Lemma 4 for the new points and subspace, we get that there exists a $j$-dimensional subspace
$F_{2}$ in $\left(H_{S_{1}}\right)^{\perp}$ such that $\operatorname{dim}\left(F_{2} \cap \pi_{1}\left(H_{S_{2}}\right)\right) \geq \min \{j, 1\}$ and

$$
\begin{aligned}
& \left.\left(\sum_{i=1}^{m} d\left(\pi_{1}\left(a_{i}\right), F_{2}\right)\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(\pi_{1}\left(a_{i}\right), \pi_{1}\left(F_{1}\right)\right)^{p}\right)^{\frac{1}{p}}+\frac{\delta}{k-1}\left(\sum_{i=1}^{m}\left\|\pi_{1}\left(a_{i}\right)\right\|^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(a_{i}, F_{1}\right)^{p}\right)^{\frac{1}{p}}+\frac{\delta}{k-1}\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}+\delta\left(\frac{1}{k}+\frac{1}{k-1}\right)\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

with probability at least

$$
\left(1-\left(\frac{\delta}{k}\right)^{\frac{k}{\delta}}\right)\left(1-\left(\frac{\delta}{k-1}\right)^{\frac{k-1}{\delta}}\right)
$$

Proceeding similarly for $k$ steps, we have a subspace $F_{k}$ in the orthogonal complement of $H_{S_{1} \cup \ldots \cup S_{k-1}}$ such that (1) $\operatorname{dim}\left(F_{k}\right) \leq 1,(2) \operatorname{dim}\left(F_{k} \cap \pi_{k-1}\left(H_{S_{k}}\right)\right) \geq \min \left\{\operatorname{dim}\left(F_{k}\right), 1\right\}$, where $\pi_{t}$ denotes projection to the orthogonal complement of $H_{S_{1} \cup \ldots \cup S_{t}}$, and (3)

$$
\begin{aligned}
& \left(\sum_{i=1}^{m} d\left(\pi_{k-1}\left(a_{i}\right), F_{k}\right)^{p}\right)^{\frac{1}{p}} \leq\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}} \\
& +\delta\left(\frac{1}{k}+\frac{1}{k-1}+\cdots+1\right)\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

with probability at least

$$
\left(1-\frac{\delta}{k}\right)\left(1-\frac{\delta}{k-1}\right) \cdots \geq \frac{1-\delta}{k} \geq \frac{1}{2 k}
$$

The conditions (1) and (2) imply that $F_{k} \subseteq \pi_{k-1}\left(H_{S_{k}}\right)$. Therefore with $S=S_{1} \cup \cdots \cup S_{k}$, we have $d\left(a_{i}, H_{S}\right)=$ $\left\|\pi_{k}\left(a_{i}\right)\right\| \leq d\left(\pi_{k-1}\left(a_{i}\right), \pi_{k-1}\left(H_{S_{k}}\right)\right) \leq d\left(\pi_{k-1}\left(a_{i}\right), F_{k}\right)$, for all $i$. Hence,

$$
\begin{aligned}
& \left(\sum_{i=1}^{m} d\left(a_{i}, H_{S}\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}+\delta O(\log k)\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{\frac{1}{p}} \\
& =\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}+\epsilon\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

with probability at least $1 / 2 k$. Repeating this $O(k \log k)$ times boosts the success probability to $1-1 / k$.

## 5. ADAPTIVE SAMPLING

By adaptive sampling we mean picking a subset $S$ of points and then sampling new points with probabilities proportional to their distances from $H_{S}$. The benefits of doing this were implicit in the previous sections, but here we introduce the most important one: additive error drops exponentially with the number of rounds of adaptive sampling.

### 5.1 Exponential drop in additive error

Proposition 6. Suppose we have an initial subspace $V$ of $\mathbb{R}^{n}$. Then we can find a sample $S$ of $\tilde{O}\left(k \cdot(k / \epsilon)^{p+1}\right)$ rows such that

$$
\begin{aligned}
& \left(\sum_{i=1}^{m} d\left(a_{i}, \operatorname{span}\left(V \cup H_{S}\right)\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}+\epsilon\left(\sum_{i=1}^{m} d\left(a_{i}, V\right)^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

with probability at least $1-1 / k$.
Proof. Use a new points set $\pi\left(a_{i}\right)$ and a new subspace $\pi(H)$, where $\pi(\cdot)$ is orthogonal projection onto $V^{\perp}$. Now using Theorem 5 we get

$$
\begin{aligned}
& \left(\sum_{i=1}^{m} d\left(\pi\left(a_{i}\right), \pi\left(H_{S}\right)\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(\pi\left(a_{i}\right), \pi(H)\right)^{p}\right)^{\frac{1}{p}}+\epsilon\left(\sum_{i=1}^{m}\left\|\pi\left(a_{i}\right)\right\|^{p}\right)^{\frac{1}{p}} .
\end{aligned}
$$

And the proof follows by using

$$
d\left(a_{i}, \operatorname{span}\left(V \cup H_{S}\right)\right) \leq d\left(\pi\left(a_{i}\right), \pi\left(H_{S}\right)\right), \text { for all } i
$$

Theorem 7. Suppose we have an initial subspace $V$ of $\mathbb{R}^{n}$. Then using $t$ rounds of adaptive sampling we can find subsets $S_{1}, S_{2}, \ldots, S_{t} \subseteq[m]$ with

$$
\left|S_{1} \cup S_{2} \cup \cdots \cup S_{t}\right|=\tilde{O}\left(t k \cdot(k / \epsilon)^{p+1}\right)
$$

such that

$$
\begin{aligned}
& \left(\sum_{i=1}^{m} d\left(a_{i}, \operatorname{span}\left(V \cup H_{S_{1} \cup \ldots \cup S_{t}}\right)\right)^{p}\right)^{\frac{1}{p}} \\
& \leq \frac{1}{1-\epsilon}\left(\sum_{i=1}^{m}\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}+\epsilon^{t}\left(\sum_{i=1}^{m} d\left(a_{i}, V\right)^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

with probability at least $(1-1 / k)^{t}$.
Proof. using Proposition 6 in $t$ rounds by induction.

### 5.2 Combining volume and adaptive sampling

We can combine volume sampling and adaptive sampling to give a bi-criteria algorithm for subspace approximation. The algorithm (implicit in Theorem 8 below) finds a $\tilde{O}\left(k^{2}(k / \epsilon)^{p+1}\right)$-dimensional subspace whose error is at most $(1+\epsilon)$ times the error of the best $k$-dimensional subspace.

Theorem 8. Let $V=\operatorname{span}\left(S_{0}\right)$, where $S_{0}$ is a $k$-subset of rows picked by Approximate Volume Sampling procedure (see Subsection 3.2), $t=O(k \log k)$, and $S_{1}, S_{2}, \ldots, S_{t}$ as in Theorem 7. Then

$$
\begin{aligned}
& \left(\sum_{i=1}^{m} d\left(a_{i}, H_{S_{0} \cup \ldots \cup S_{t}}\right)^{p}\right)^{\frac{1}{p}} \\
& \leq(1+\epsilon)\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

with probability $1 / k$. Repeating $O(k)$ times we can boost this success probability to $3 / 4$, and the subset we find is of size

$$
\left|S_{0} \cup S_{1} \cup \ldots \cup S_{t}\right|=\tilde{O}\left(k^{2}(k / \epsilon)^{p+1}\right)
$$

Computation of these subsets takes time effectively $\tilde{O}\left(m n \cdot k^{3}(k / \epsilon)^{p+1}\right)$.

Proof. Immediate from Theorem 7.

## 6. DIMENSION REDUCTION FOR SUBSPACE APPROXIMATION


(a) Pick a point $a_{i}$ from the following distribution:

$$
\operatorname{Pr}\left(\text { picking } a_{i}\right) \propto d\left(a_{i}, \operatorname{span}\left(V \cup H_{S}\right)\right)^{p}
$$

(b) $S \leftarrow S \cup\left\{a_{i}\right\}$.
2. Output $S$.

Theorem 9. Using a subspace $V$ of dimension at least $k$ with the guarantee

$$
\left(\sum_{i=1}^{m} d\left(a_{i}, V\right)^{p}\right)^{\frac{1}{p}} \leq 2\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}\right)^{\frac{1}{p}}
$$

the above algorithm finds, with probability that is at least $1-(\epsilon / 2 k)^{2 k^{2} / \epsilon}, S$ such that $\operatorname{span}\left(V \cup H_{S}\right)$ contains a $k$ dimensional subspace $H^{\prime}$ satisfying

$$
\left(\sum_{i=1}^{m} d\left(a_{i}, H^{\prime}\right)^{p}\right)^{\frac{1}{p}} \leq(1+\epsilon)\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}\right)^{\frac{1}{p}}
$$

Proof. Let $\delta=\frac{\epsilon}{2 k}$. For simplicity, we divide the steps of our algorithm into phases. Phase $j$, for $0 \leq j \leq k$, means that for the current sample $S$, there exists a $k$-dimensional subspace $F_{j}$ such that $\operatorname{dim}\left(F_{j} \cap \operatorname{span}\left(V \cup H_{S}\right)\right) \geq j$ and

$$
\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{\frac{1}{p}} \leq(1+\delta)^{j}\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}\right)^{\frac{1}{p}}
$$

So once a step is in phase $j$, all the steps following it must be in phase $j^{\prime}$, for some $j^{\prime} \geq j$. Reaching phase $k$ implies that we are done because then $F_{k} \subseteq \operatorname{span}\left(V \cup H_{S}\right)$ and

$$
\begin{aligned}
\left(\sum_{i=1}^{m} d\left(a_{i}, F_{k}\right)^{p}\right)^{\frac{1}{p}} & \leq(1+\delta)^{k}\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}\right)^{\frac{1}{p}} \\
& \leq(1+\epsilon)\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

At the beginning of the algorithm, say $\operatorname{dim}\left(V \cap H_{k}^{*}\right)=j$. Then we attempt to execute the first step of the algorithm in phase $j$ by taking $F_{j}=H_{k}^{*}$.

Consider the situation when we are attempting to execute the first step in phase $j$. Let us call $G=F_{j} \cap$
$\operatorname{span}\left(V \cup H_{S}\right) ; G$ will be a $j$-dimensional subspace. Let $F_{j}^{o}$ and $V^{o}$ be the orthogonal complements of $G$ in $F_{j}$ and $\operatorname{span}\left(V \cup H_{S}\right)$, respectively. Let $l$ be the line in $F_{j}^{o}$ that makes the smallest angle with $V^{o}$, and $l^{o}$ be the line in $V^{o}$ that makes this angle with $l$. This smallest angle must be positive because we are trying to execute in phase $j$. Let $\hat{F}^{o}$ be the rotation of $F_{j}^{o}$ so as to contain $l^{o}$, and $\hat{F}$ be the $k$-dimensional subspace given by $\operatorname{span}\left(\hat{F}^{o} \cup G\right)$. Note that $\operatorname{dim}\left(\hat{F} \cap \operatorname{span}\left(V \cup H_{S}\right)\right)=j^{\prime}$, for some $j^{\prime}>j$. If $\left(\sum_{i=1}^{m} d\left(a_{i}, \hat{F}\right)^{p}\right)^{1 / p} \leq(1+\delta)\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{1 / p}$, then we do not execute in phase $j$ but attempt to execute it in phase $j^{\prime}$ with $F_{j^{\prime}}=\hat{F}$.

Now consider the situation after zero or more steps have executed in phase $j$, when we may have added a few dimensions to get our new $\operatorname{span}\left(V \cup H_{S}\right)$. Let $l$ be the line in $F_{j}^{o}$ that is closest to the new $V^{o}$, i.e., orthogonal complement of the old $G$ in the new span $\operatorname{span}\left(V \cup H_{S}\right)$, and $\alpha_{j}^{\prime}$ be the sine of its angle to the new $V^{o}$, i.e., there exists a line $l^{o}$ in $V^{o}$ such that $\alpha_{j}^{\prime}$ is the sine of the angle between $l$ and $l^{o}$. There are some cases:

1. $\alpha_{j}^{\prime}=0$ means that $\operatorname{dim}\left(F_{j} \cap \operatorname{span}\left(V \cup H_{S}\right)\right)=j^{\prime}$, for some $j^{\prime}>j$ and we will attempt to execute the next step in phase $j^{\prime}$ with $F_{j^{\prime}}=F_{j}$.
2. $\alpha_{j}^{\prime}>0$. As before, let $\hat{F}^{o}$ be the rotation of $F_{j}^{o}$ so as to contain $l^{o}$, and $\hat{F}$ be the $k$-dimensional subspace given by $\operatorname{span}\left(\hat{F}^{o} \cup G\right)$.
(a) If it is the case that $\left(\sum_{i=1}^{m} d\left(a_{i}, \hat{F}\right)^{p}\right)^{1 / p} \leq(1+$ б) $\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{1 / p}$, then as before we consider the next step in some phase $j^{\prime}>j$ with $F_{j^{\prime}}=\hat{F}$.
(b) Otherwise, we consider the next step in phase $j$ itself.

Once we attempt to execute a step in phase $k$, then all subsequent steps will simply execute in phase $k$. Thus we have completely classified all the steps of our algorithm into $(k+1)$ phases. Now we will show that the algorithm succeeds, i.e., it executes some step in phase $k$, with high probability. To do this, we need to show that each phase contains few steps. Let us call a step of the algorithm good if (i) either the step executes in phase $k$, or (ii) the step executes in some phase $j<k$ and the point $a_{i}$ sampled in the step has the property that $d\left(a_{i}^{o}, \hat{F}^{o}\right)>(1+\delta / 2) d\left(a_{i}^{o}, F_{j}^{o}\right)$, where for any point $a_{i}, a_{i}^{o}$ denotes the projection of $a_{i}$ into the orthogonal complement of $G$.

Consider some phase $j<k$ in which we execute one or more steps. We bound the number of good steps in phase $j$. Let us use $\alpha_{j}$ to denote the sine of the angle between $\ell^{o}$ and $\ell$ before the execution of the first step in the phase, and $\alpha_{j}^{\prime}$ to denote the same quantity at any subsequent point in the phase. We first bound $\alpha_{j}$. Let $\bar{a}_{i}$ denote the projection of $a_{i}$ onto $F_{j}$, and $\bar{a}_{i}^{o}$ denote the projection of $\bar{a}_{i}$ into the orthogonal complement of $G$. Focussing on the beginning of phase $j$, we have

$$
\begin{aligned}
& \alpha_{j}\left(\sum_{i=1}^{m}\left\|\bar{a}_{i}^{o}\right\|^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(\bar{a}_{i}^{o}, V^{o}\right)^{p}\right)^{\frac{1}{p}} \\
& =\left(\sum_{i=1}^{m} d\left(\bar{a}_{i}, \operatorname{span}\left(V \cup H_{S}\right)\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(\bar{a}_{i}, a_{i}\right)^{p}\right)^{\frac{1}{p}}+\left(\sum_{i=1}^{m} d\left(a_{i}, \operatorname{span}\left(V \cup H_{S}\right)\right)^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

(by Minkowski's inequality)
$=\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{\frac{1}{p}}+\left(\sum_{i=1}^{m} d\left(a_{i}, \operatorname{span}\left(V \cup H_{S}\right)\right)^{p}\right)^{\frac{1}{p}}$
$\leq\left(2+(1+\delta)^{j}\right)\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}\right)^{\frac{1}{p}}$

$$
\begin{equation*}
\leq 4\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}\right)^{\frac{1}{p}} \tag{5}
\end{equation*}
$$

where in the penultimate inequality we use $\delta<1 / 2 k$ and our initial assumption about $V$.

If a step in phase $j$ is good, then by Lemma 12 , there is a line in $\operatorname{span}\left(a_{i}^{o}, l^{o}\right)$ for which the sine of its angle with $F_{j}^{o}$ is at most $(1-\delta / 4)$ times the value of $\alpha_{j}^{\prime}$ before the step. (Here $a_{i}$ is the point that is sampled in the good step.) That is, the value of $\alpha_{j}^{\prime}$ after the step is at most $(1-\delta / 4)$ times its previous value.

Hence, if we encounter $O(1 / \delta \log 1 / \delta)$ good steps in phase $j$, then after these steps we have $\alpha_{j}^{\prime} \leq(\delta / 4) \alpha_{j}$. Hence,

$$
\begin{aligned}
& \left(\sum_{i=1}^{m} d\left(a_{i}, \hat{F}\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(a_{i}, \bar{a}_{i}\right)^{p}\right)^{\frac{1}{p}}+\left(\sum_{i=1}^{m} d\left(\bar{a}_{i}, \hat{F}\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{\frac{1}{p}}+\left(\sum_{i=1}^{m} d\left(\bar{a}_{i}, \hat{F}\right)^{p}\right)^{\frac{1}{p}} \\
& =\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{\frac{1}{p}}+\left(\sum_{i=1}^{m} d\left(\bar{a}_{i}^{o}, \hat{F}^{o}\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{\frac{1}{p}}+\alpha_{j}^{\prime}\left(\sum_{i=1}^{m}\left\|\bar{a}_{i}^{o}\right\|^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{\frac{1}{p}}+\frac{\delta}{4} \alpha_{j}\left(\sum_{i=1}^{m}\left\|\bar{a}_{i}^{o}\right\|^{p}\right)^{\frac{1}{p}} \\
& \leq(1+\delta)\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{\frac{1}{p}},
\end{aligned}
$$

where in the last inequality we used equation (5). This implies that the next step will be in phase $j^{\prime}$, for some $j^{\prime}>j$,
according to our case analysis of phases. We conclude that a phase will not see more than $O(1 / \delta \log 1 / \delta)$ good steps.

Our algorithm executes $N=O\left((10 / \delta)^{p} \cdot k / \delta \cdot \log (1 / \delta)\right)$ steps. The event that it fails to reach phase $k$ in these many steps implies the event that it had less than $O(k / \delta \log 1 / \delta)$ good steps in its entire execution. From Lemma 10, we know that a step is good with probability at least $(\delta / 10)^{p}$. Thus the probability that the algorithm fails to reach phase $k$ in $N$ steps is bounded by $\delta^{k / \delta}$.

Therefore, with probability at least $1-\delta^{k / \delta}$, in the end $\operatorname{span}\left(V \cup H_{S}\right)$ contains a subspace $H^{\prime}$ of dimension $k$ such that

$$
\begin{aligned}
\left(\sum_{i=1}^{m} d\left(a_{i}, H^{\prime}\right)^{p}\right)^{\frac{1}{p}} & \leq(1+\delta)^{k}\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}\right)^{\frac{1}{p}} \\
& \leq(1+\epsilon)\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

Lemma 10. Suppose that the current step of our algorithm is in phase $j<k$. Then with probability at least $(\delta / 10)^{p}$, the point $a_{i}$ sampled in the step has the property that $d\left(a_{i}^{o}, \hat{F}^{o}\right)>(1+\delta / 2) d\left(a_{i}^{o}, F_{j}^{o}\right)$.

Proof. We must have

$$
\begin{equation*}
\left(\sum_{i=1}^{m} d\left(a_{i}, \hat{F}\right)^{p}\right)^{\frac{1}{p}}>(1+\delta)\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{\frac{1}{p}} \tag{6}
\end{equation*}
$$

according to our case analysis of phases. We call a point $a_{i}$ "witness" if

$$
d\left(a_{i}, \hat{F}\right)>\left(1+\frac{\delta}{2}\right) d\left(a_{i}, F_{j}\right)
$$

Let $W \subseteq[m]$ correspond to the set of all "witness" points. We claim that

$$
\begin{aligned}
& \left(\sum_{i \in W} d\left(a_{i}, \operatorname{span}\left(V \cup H_{S}\right)\right)^{p}\right)^{\frac{1}{p}} \\
& \geq \frac{\delta}{10}\left(\sum_{i=1}^{m} d\left(a_{i}, \operatorname{span}\left(V \cup H_{S}\right)\right)^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

for the current sample $S$, that is, with probability at least $(\delta / 10)^{p}$ our algorithm picks a "witness" point $a_{i}$ in the next step. Suppose this is not the case. Then, let $h_{i}$ be the projection of $a_{i}$ onto $\operatorname{span}\left(V \cup H_{S}\right)$.

We have $d\left(a_{i}, \hat{F}\right) \leq\left(1+\frac{\delta}{2}\right) d\left(a_{i}, F_{j}\right)$ for $i \in[m] \backslash W$, and for $i \in W$, we have

$$
\begin{aligned}
d\left(a_{i}, \hat{F}\right) & \leq d\left(a_{i}, h_{i}\right)+d\left(h_{i}, \hat{F}\right) \\
& \leq d\left(a_{i}, h_{i}\right)+d\left(h_{i}, F_{j}\right)
\end{aligned}
$$

(because for any $h \in \operatorname{span}\left(V \cup H_{S}\right), d(h, \hat{F}) \leq d\left(h, F_{j}\right)$ )

$$
\begin{aligned}
& \leq 2 d\left(a_{i}, h_{i}\right)+d\left(a_{i}, F_{j}\right) \\
& \leq\left(1+\frac{\delta}{2}\right) d\left(a_{i}, F_{j}\right)+2 d\left(a_{i}, h_{i}\right)
\end{aligned}
$$

Using these with Minkowski's inequality, we get

$$
\begin{aligned}
& \left(\sum_{i=1}^{m} d\left(a_{i}, \hat{F}\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(1+\frac{\delta}{2}\right)\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{\frac{1}{p}}+2\left(\sum_{i \in W} d\left(a_{i}, h_{i}\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(1+\frac{\delta}{2}\right)\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{\frac{1}{p}} \\
& \quad+\frac{2 \delta}{10}\left(\sum_{i=1}^{m} d\left(a_{i}, \operatorname{span}\left(V \cup H_{S}\right)\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(1+\frac{\delta}{2}\right)\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{\frac{1}{p}}+\frac{2 \delta}{5}\left(\sum_{i=1}^{m} d\left(a_{i}, H_{k}^{*}\right)^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

(by initial assumption on $V$ in Theorem 9)

$$
\leq(1+\delta)\left(\sum_{i=1}^{m} d\left(a_{i}, F_{j}\right)^{p}\right)^{\frac{1}{p}}
$$

which is a contradiction to our assumption (see equation (6)).

Therefore, with probability at least $(\delta / 10)^{p}$, the point $a_{i}$ picked in the next step is a "witness" point. This means

$$
\begin{aligned}
d\left(a_{i}^{o}, \hat{F}^{o}\right) & =d\left(a_{i}, \hat{F}\right) \\
& >\left(1+\frac{\delta}{2}\right) d\left(a_{i}, F_{j}\right) \\
& =\left(1+\frac{\delta}{2}\right) d\left(a_{i}^{o}, F_{j}^{o}\right)
\end{aligned}
$$

## 7. DIMENSION REDUCTION FOR PROJECTIVE CLUSTERING

Let $A=\left\{a_{1}, \ldots, a_{m}\right\} \subseteq \mathbb{R}^{n}$ be the set of input points, and $k, s>0$ be integer parameters. We wish to find subspaces $H[1], \ldots, H[s]$ that minimize $\left(\sum_{i=1}^{m} d\left(a_{i}, H\right)^{p}\right)^{1 / p}$ where, $H$ denotes $H[1] \cup \cdots \cup H[s]$. Let $H^{*}[1], \ldots, H^{*}[s]$ denote the optimal set of subspaces, and $H^{*}$ denote their union.

## Dimension Reduction for Projective Clustering

 Input: $a_{1}, a_{2}, \ldots, a_{m} \in \mathbb{R}^{n}, k, s>0$, and a subspace $V$ of dimension at least $k$.Output: a subset $S \subseteq[m]$ of size $\tilde{O}\left(\left(\frac{k^{2}}{\epsilon}\right)^{p} \frac{k^{4} s}{\epsilon^{2}}\right)$

1. Initialize $S=\emptyset$. Until $|S|<\tilde{O}\left(\left(\frac{k^{2}}{\epsilon}\right)^{p} \frac{k^{4} s}{\epsilon^{2}}\right)$ do:
(a) Pick a point $a_{i}$ from the following distribution:

$$
\operatorname{Pr}\left(\text { picking } a_{i}\right) \propto d\left(a_{i}, \operatorname{span}\left(V \cup H_{S}\right)\right) .
$$

(b) $S \leftarrow S \cup\left\{a_{i}\right\}$.
2. Output $S$.

Theorem 11. Using a subspace $V$ of dimension at least $k$ with the guarantee

$$
\left(\sum_{i=1}^{m} d\left(a_{i}, V\right)^{p}\right)^{1 / p} \leq 2\left(\sum_{i=1}^{m} d\left(a_{i}, H^{*}\right)^{p}\right)^{1 / p}
$$

the above algorithm finds, with probability at least $1-1 / 4 k s$, $S$ such that $\operatorname{span}\left(V \cup H_{S}\right)$ contains as $k$-dimensional subspaces $H^{\prime}[1], \ldots, H^{\prime}[s]$ satisfying

$$
\left(\sum_{i=1}^{m} d\left(a_{i}, H^{\prime}\right)^{p}\right)^{1 / p} \leq(1+\epsilon)\left(\sum_{i=1}^{m} d\left(a_{i}, H^{*}\right)^{p}\right)^{1 / p}
$$

where $H^{\prime}$ denotes $H^{\prime}[1] \cup \ldots \cup H^{\prime}[s]$.
Proof. At a high level, the proof is analogous to that of Theorem 9 but is omitted for lack of space.
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## APPENDIX

## A. ANGLE-DROP LEMMA

Lemma 12. Let $F$ be a $k$-subspace in $\mathbb{R}^{n}$ for some $k>0$, $l^{\prime}$ be any line, $\alpha\left(l^{\prime}\right)$ the sine of the angle that $l^{\prime}$ makes with $F, l$ the projection of $l^{\prime}$ onto $F$ (if $\alpha\left(l^{\prime}\right)=1$ then take $l$ to be any line in $F$ ), $E$ the orthogonal complement of $l$ in $F$, and $\hat{F}$ the subspace spanned by $E$ and $l^{\prime}$. That is, $\hat{F}$ is the rotation of $F$ so as to contain $l^{\prime}$. Suppose that $a \in \mathbb{R}^{n}$ is such that $d(a, \hat{F})>(1+\delta / 2) d(a, F)$. Then there is a line $l^{\prime \prime}$ in the subspace spanned by $l^{\prime}$ and a such that $\alpha\left(l^{\prime \prime}\right)$, the sine of the angle made by $l^{\prime \prime}$ with $F$, is at most $\left(1-\frac{\delta}{4}\right) \alpha\left(l^{\prime}\right)$.

Proof. The proof is from [13], and is presented here for completeness. Let $\pi_{E}(\cdot)$ denote the projection onto $E$. Note that $\pi_{E}\left(l^{\prime}\right)$ is just the origin $o$. Let $\bar{a}$ denote the projection of $a$ onto $F$, and $a^{\prime}$ the projection of $\bar{a}$ onto $\hat{F}$. Since $d(a, \hat{F})>(1+\delta / 2) d(a, F)$, we have $\left|a a^{\prime}\right|>(1+\delta / 2)|a \bar{a}|$. Elementary geometric reasoning about the triangle $\triangle a a^{\prime} \bar{a}$ (see for example Lemma 2.1 of [13]) tells us that there is a point $s$ on the segment $\overline{a^{\prime} a}$ such that $|\bar{a} s| \leq(1-\delta / 4)\left|\bar{a} a^{\prime}\right|$.

Let $\hat{a}=\pi_{E}(a)=\pi_{E}(\bar{a})=\pi_{E}\left(a^{\prime}\right)$. We verify that the point $q^{\prime}=a^{\prime}-\hat{a}$ lies on the line $l^{\prime}$. Considering $\triangle a a^{\prime} q^{\prime}$,
and recalling that $s$ lies on $\overline{a^{\prime} a}$, we see that there is a point $q$ on the segment $\overline{q^{\prime} a}$ such that $q-s$ is a scaling of $-\hat{a}$. (If $\hat{a}=o, q^{\prime}$ and $q$ degenerate to $a^{\prime}$ and $s$ respectively.) Let $e$ be the point on the line $\{\bar{a}-t \hat{a} \mid t \in \mathbb{R}\}$ closest to $q$. (If $\hat{a}=o$, then $e=\bar{a}$.) It is easy to verify that $|e q| \leq|\bar{a} s|$ since $\bar{a}$ and $s$ are on lines parallel to $-\hat{a}$ and $|e q|$ is the distance between these lines. Finally, let $e^{\prime}$ be the projection of $e$ onto $\hat{F}$. Since $e$ is a translation of $\bar{a}$ by a vector that is scale of $-\hat{a}$ and which therefore lies in $\hat{F}$, we have $\left|\bar{a} a^{\prime}\right|=\left|e e^{\prime}\right|$. So we have

$$
|e q| \leq|\bar{a} s| \leq\left(1-\frac{\delta}{4}\right)\left|\bar{a} a^{\prime}\right|=\left(1-\frac{\delta}{4}\right)\left|e e^{\prime}\right| .
$$

We take $l^{\prime \prime}$ to be the line through $q$. Note that $l^{\prime \prime}$ indeed lies in the span of $l^{\prime}$ and $a$. To bound $\alpha\left(l^{\prime \prime}\right)$, it is enough to bound the sine of the angle between $l^{\prime \prime}$ and $l(e)$, the line through $e$, since $e$ lies on $F$.

$$
\begin{equation*}
\alpha\left(l^{\prime \prime}\right) \leq \frac{|e q|}{|o e|} \leq\left(1-\frac{\delta}{4}\right) \frac{\left|e e^{\prime}\right|}{|o e|} \leq\left(1-\frac{\delta}{4}\right) \alpha\left(l^{\prime}\right) \tag{7}
\end{equation*}
$$

where the last inequality can be seen from the facts that $e$ lies on $F, e^{\prime}$ is the projection of $e$ onto $\hat{F}$, and $\hat{F}$ is the rotation of $F$ through $\ell^{\prime}$.
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